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Welcome Message from the Dean of the Faculty of Management,  

Computer Science & Finance 

 

It is my great pleasure to welcome you all to The Global Interdisciplinary 

Conference Green & Digital Cities Business, Engineering, Art, 

Architecture, Design, Political Science, & Technology in Wroclaw, 

Poland! 

Through our meeting in Wroclaw, we continue to improve our 

intellectual capital, whereas through networking, we continue to increase 

our social capital. The major goal of our conference is to provide 

engaging opportunities both for academics and practitioners to learn from 

each other. Our conference delivers a forum for building intense 

collaboration between generations of people with shared affinity for 

global interdisciplinary studies. 

Our planning team along with all track-chairs have worked with tremendous energy and enthusiasm 

to ensure a great conference experience. My sincere thanks go to the Program Chairs, Dr. Minoo 

Tehrani, Dr. Nuon Guimarães da Costa, Dr. Laura Franco-Garcia, Dr. Natalia Szozda and Dr. Artur 

Swierczek, for their leadership and guidance throughout the program planning process.  

Again, welcome to The Global Interdisciplinary Conference Green & Digital Cities Business, 

Engineering, Art, Architecture, Design, Political Science, & Technology! We look forward to seeing 

you in Wroclaw, Poland, and wish you an enjoyable and productive conference. 

 

Prof. Ewa Stańczyk-Hugiet 

Dean of the Faculty of Management, Computer Science & Finance 

Wroclaw University of Economics, Poland 
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Welcome Message from Dr. Robert Cole, Acting Provost 

Roger Williams University 
 

 

I believe you will agree that the array of research to be presented at 

The Global Interdisciplinary Conference Green & Digital Cities 

Business, Engineering, Art, Architecture, Design, Political Science, & 

Technology is indeed quite impressive. 

The intellectual discourse promises to challenge all of us to leave 

thinking in fresh and refreshed ways about the natural and built worlds 

that we both inhabit and sustain.  I wish to personally thank all the 

people who have put the conference together, and I hold in high 

esteem the focused efforts of the conference’s scholars.  Most of all, I 

am grateful for the audience without whom any scholarly endeavors 

would be meaningless, because it is only in the dialogue with each 

other that we come to know something. 

 

Sincerely, 

Dr. Robert Cole 

Acting Provost 

Roger Williams University 
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Green & Digital Cities Conference Program Chairs 

Welcome to the Green & Digital Cities Conference 

Wroclaw, Poland 

June 26 - 29, 2019 
 

 

                                    

Greetings to all: 

We would like to take this opportunity and thank you for participating in the 

Green & Digital Cities Conference 2019, Wroclaw, Poland.   

We are delighted to report that we have 82 authors of the accepted submissions 

representing 15 countries and 42 universities and organizations.  In addition, 

our 39 tracks have 78 track chairs representing 11 countries across three 

continents.   

With the diversity of countries, universities, organizations, and academic 

disciplines represented in this conference, we will have a fantastic opportunity 

to share our knowledge.  

We look forward to meeting you and wish you a great time in Wroclaw. 

 

Best,  

Minoo, Natalia, Nuno, Artur, Laura  
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Abstract 

We analyze 3,183 estimates from Granger causality tests on the impact of financial speculation 

on commodity markets obtained from 67 prior studies. Our results reveal that there is no 

aggregated price effect of speculation across the literature as a whole. However, when breaking 

down the effect by certain aspects of data and study design, speculation might have a price 

distorting effect. Moreover, our meta- regression shows that the heterogeneity in the speculation 

effect can be largely explained by the commodity type under examination, the source of 

speculation data, the measurement of speculation, the publication status of a paper, as well as the 

affiliation of the authors. These findings help to disentangle the previous contradictions in 

empirical results and provide an aggregated picture of the literature. 
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1. Introduction 

The market environment of commodities trading has undergone substantial changes over the last 

decades. Often termed as “financialization of commodity markets,” commodities have become 

an increasingly attractive asset class for investors. In this regard, financial speculation, amplified 

by the emerging popularity of index related financial products, is associated with increased 

trading activity in commodity futures markets (Tang and Xiong 2012). The surging commodity 

prices and volatilities, especially in the 2000s, have been frequently attributed to this increased 

speculative activity, sparking a still ongoing public debate (e.g., Masters and White 2009, U.S. 

Senate 2009, Bode 2011, Greely and Currie 2008). 

From a theoretical perspective, the influence of speculation on commodity prices can be 

analyzed via three potential channels (Cheng and Xiong 2014). (i) According to the theory of 

storage (Kaldor 1976; Working 1948, 1949), spot and futures prices are directly linked via an 

arbitrage process. This channel contains an impact on spot prices since the higher level of 

demand for commodities increases the futures prices and subsequently the convenience yield 

increases and the implied volatility declines. 

(ii) According to Keynes (1923) or Hicks (1939), risk sharing leads to hedging pressure for commodity 

producers or long position traders. In this channel, spot and futures prices are directly linked via balanced 

long and short positions (Keynes 1930; Blau 1944). If this deviates from the equilibrium, the spot price 

can rise or fall dependent on which a trader gets an overweight. (iii) Following information discovery, 

futures prices react faster on new market information. This can be seen as a trend factor for spot prices 

(Grossman and Stiglitz 1980; Hellwig 1980). Therefore, informed traders can speed up the pricing 

process. This also includes a volatility increase (Harris 1989). 

Similar to the public debate and academic theory, also empirical literature is ambiguous about 

the effect of speculation on commodity prices. Despite an extensive literature base, there still is 

considerable controversy surrounding the causal relationship between non-commercial trading 

and commodity prices. One strand of empirical analysis finds limited or no evidence for a causal 
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relation (among others, Brunetti et al. 2011; Büyükşahin and Harris 2011; Dimpfl et al. 2017). 

Other authors conclude that speculators cause commodity prices to deviate from their market 

fundamentals (among others, Bohl et al. 2018; Pradkhan 2017, Huchet and Fam 2016, Mayer 

2012). In addition, the third branch of academic research reports rather balanced evidence for 

either side (among others, Sanders et al. 2004, Alquist and Gervais 2013; Mayer et al. 2017, 

Fujihara and Mougou 1997, Ciner 2002; Peri et al. 2013; Babalos and Balcilar 2017). Besides 

mixed empirical results, previous findings vary in terms of their study design, especially sample 

composition, the configuration of empirical testing, and diverging notions on the concepts of the 

influencing parameter (financial speculation) and the response variable (commodity market 

behavior). Thus, it is challenging to directly compare previous evidence without accounting for 

this heterogeneity. 

Previous literature already contains several review articles using narrative approaches or vote 

count procedures to aggregate the inconclusive results of the research body. Boyd et al. (2018), 

Grosche (2012), Shutes and Meijerink (2012), and Will et al. (2013) conduct qualitative literature 

reviews on research articles on commodity index speculation, whereas the last two papers 

explicitly focus on agricultural commodities. As an overall result, these reviews document 

inconclusive evidence for speculation to raise commodity prices or amplify its volatility in the 

mid-term to long-term. Indeed, Shutes and Meijerink (2012) observe an increase in short-term 

price volatility and Grosche (2012) detects that causal effects most often appear within a one day 

time lag. The paper closest to this study is Haase et al. (2016), who apply a vote counting approach 

to summarize the distribution and apparent disagreement among 100 studies on the effects of 

financial speculation. They use an integer scale from  -2 to 2, dependent on direction and strength 

of the impact of speculation on commodity markets, to categorize previous empirical findings. 

Furthermore, they apply this categorization to subgroups of results, based on the examined  

speculation measure, economic response variable, and paper quality as well as the commodity type 

within food commodities. The authors find that within their total sample of 100 studies, and 
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evidence is equally distributed among weakening effects (-2 and -1), no impact (0), and reinforcing 

effects (+1 and +2).1 For specific subsamples, the authors report clearer results, such as for the use 

of direct speculation measures where weakening effects dominate. 

Within this meta-analysis, we extend previous reviews by aggregating 3,183 reported estimates 

from Granger causality tests for the relation between speculation and commodity markets 

reported in 67 studies. By collecting and aggregating data from previously published studies, 

meta-analysis provides a powerful method to improve our understanding of why reported study 

results are so diverse. This approach extends previous reviews in the field (Boyd et al. 2018.; 

Grosche 2012; Haase et al. 2016; Shutes and Meijerink 2012; Will et al. 2013) and contributes 

to the literature in several ways: (i) We provide a statistical integration of the accumulated 

research and explore whether the literature as a whole or certain subgroups show an impact of 

speculation on commodities. (ii) We apply the meta-regression model for Granger causality 

testing by Bruns and Stern (2018) to investigate the presence and impact of publication selection 

bias and overfitting via lag selection in primary studies. (iii) Within this regression model, we 

explicitly test the joint impact of various aspects of study design, such as the analyzed commodity 

type, measurement differences, and methodological characteristics of the primary study models. 

The findings of this meta-study may have implications for policy makers and related 

organizations to figure out under which conditions speculation really impacts commodity 

markets. 

The remainder of the article is structured as follows: Section 2 describes the construction of the 

meta- dataset. Section 3 presents the methodology of meta-regression analysis. Section 4 explains 

the sources of heterogeneity among primary study results. Section 5 presents and discusses the 

empirical findings. Section 6 concludes. 

 

 
1 A further group contains papers where the impact direction could not be determined. 
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2. Literature Search and Data Construction 

The literature search process and the subsequent meta-analysis are in line with the reporting 

guidelines for meta-regression research by Stanley et al. (2013). To find the sample of relevant 

studies, a systematic database search2, a forward search with Google Scholar’s cited-by-option, 

as well as a backward search of the reference lists of all previously identified studies was 

conducted. The search strategy is based on relevant keywords and frequent synonyms for 

‘speculation’ and ‘commodity markets.’ 

To construct a homogenous set of primary research articles, we use three predefined selection 

criteria: (i) A study reports results for Granger causality tests between a measure of financial 

speculation and a measure of commodity prices. Granger testing was found to be the most 

prevalent empirical method among the research on this topic and ensures the comparability of 

collected statistics. (ii) Since our study is an empirical investigation on the speculation-price-

nexus, it was further required that the associated F-statistics, X²-statistics, and/or p-values from 

the causality tests are reported in the study. 

(iii) The number of lags used for the Granger causality testing must be available from the study. This 

information is required to analyze the impact of overfitting on the reported Granger results, which is 

discussed in detail in Section 3. If no lag orders or empirical test statistics were provided within a 

relevant primary study, we requested the missing information from the study authors. Filtering the 

results from the literature search against the selection criteria, left us with a total of 67 studies. The full 

list of studies is available in Appendix A. 

From the sample of studies, we manually extract the Granger test results in the form of p-

values and the respective test statistics (F or X²). If possible, missing values are re-calculated from 

the other reported statistics. As studies usually report multiple results, e.g., for different 

commodities, lags, or method choices, we collect all reported findings. In this regard, we follow 

established practice in meta-regression analysis (among others, Feld et al. 2013; Kysucky and 

Norden 2015, Rusnak et al. 2013). This procedure maximizes the amount of retained information, 
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avoids subjectively selecting individual estimates, and retains the natural variability within 

primary studies occurring from differences in model design and subsample selection. In the 

subsequent meta-regression models, we explicitly account for the within- study dependencies 

arising from multiple estimates collected from the same article. 

 

3. Methodology 

Meta-regression analysis is a form of meta-analysis designed to analyze empirical research in 

economics and business (Stanley 2001; Stanley 2007). It covers statistical methods to condense 

information from a sample of studies and is capable of providing insights into why empirical 

outcomes vary or even contradict on a certain phenomenon. Studies in economics and business 

research typically exhibit large variation in terms of the analyzed time periods, sample 

composition, applied methods, and model specification. This heterogeneity creates demand for 

reviews examining the sources of this variation among the reported results for a specific relation 

and identifying the central tendency of the literature. Unlike narrative reviews, meta-analysis 

allows testing for such potential moderating effects across papers, to reconcile conflicting 

evidence, and to draw the big picture of piecemeal findings. In general terms, meta-regression 

analysis uses effect sizes collected from primary studies as the dependent variable and regresses 

them against a set of study-level moderators to encode the drivers of heterogeneity. 

As mentioned before, we identified Granger causality testing (Granger 1969) as the most 

common empirical method among the research on the price impact of the speculative activity. 

According to this approach, financial speculation Granger-causes commodity prices when past 

information on speculation improves the prediction of prices compared to a prediction solely based 

on past information on prices. Originally, the test employs an autoregressive distributed lag (ADL) 

model: 

𝑝 𝑞 

𝑦𝑡 = 𝜙 + ∑ 𝜆𝑖𝑦𝑡−𝑗 + ∑ 𝜃𝑘𝑥𝑡−𝑘 + 𝜀𝑡 

𝑗=1 𝑘=1 

2 We searched in ABI/Inform Complete, EconLit, Google Scholar, ScienceDirect, and the Social Science Research 

Network. 
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where in our context 𝑦𝑡 refers to the commodity price, 𝑥𝑡 refers to speculative activity and (𝑝, 𝑞) 

refers to the applied lag structure. The relevant test statistic is an 𝐹 or 𝜒2-test with 𝐻0: 𝜃𝑘 = 0  ∀𝑘  

∈  (1, . . . , 𝑞), testing for granger non-causality. If the null hypothesis can be rejected, speculative 

activity is said to Granger-cause commodity prices. Owed to the nature of Granger causality that 

focuses on the presence of an effect instead of its size or direction, we treat p-values from 𝐹 or 

𝜒2-tests reported in prior studies as effect sizes in our meta-regression analysis. However, 

reported tests might be subject to so called p-hacking, i.e. primary studies might (consciously or 

unconsciously) only present a subset of estimated model specifications that deliver a p-value of 𝐹 

or 𝜒2-tests below the common threshold levels of statistical significance. Consequently, a 

potentially substantial number of model specifications might remain unreported (Simonsohn et 

al. 2014), resulting in publication bias and uncertainty about genuine effects. In the context of 

Granger causality testing, p-hacking might be especially based on sampling errors and overfitting 

(Bruns and Stern 2018). The former arises e.g. from varying periods under investigation until a 

p-value below a certain level of statistical significance is detected (Bruns 2017). Similarly, the 

latter might arise by increasing the lag length of speculative activity, potentially leading to 

reported false positive findings, most notably in small samples. Bruns and Stern (2018) 

developed a meta-regression model that tests for genuine Granger causality by controlling for p-

hacking based on sampling errors and overfitting. Since the larger body of the existing literature 

on price effects of speculation activity reports the absence of effects, suggesting that this is a 

widely accepted finding for publication, we test for p-hacking in both directions. Hence, we do 

not only investigate potential bias in significant, but also in non-significant test results. In our 

meta-regression model we extend the model by Bruns and Stern (2018) by additionally testing 

for the genuine lack of Granger causality besides testing for genuine Granger causality: 

 

𝑝 𝑖 = 𝛼 + 𝛽1√𝑑𝑓𝑖 ∙ 𝐼𝑝≥0.05 + 𝛽2√𝑑𝑓𝑖 ∙ 𝐼𝑝<0.05 + 𝛾1𝑙𝑎𝑔𝑠_𝑦𝑖 + 𝛾2𝑙𝑎𝑔𝑠_𝑥𝑖+𝜀𝑖 Eq. (1) 

 

with  𝑝 𝑖  = Φ−1[𝑝𝑖] 

 
where we use the inverse cumulative distribution function of the standard normal distribution, 

𝛷−1, to convert p-values 𝑝𝑖 from Granger causality tests 𝑖 reported in prior studies to probit-
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transformed p- values 𝑝 𝑖. Degrees of freedom, 𝑑𝑓𝑖, are split up into two terms, referring to test 

results denying Granger causality  (𝑝𝑖  ≥ 0.05)  and  asserting  Granger  causality  (𝑝𝑖  < 0.05)  

from  speculative  activity  to commodity prices. As Bruns and Stern (2018) demonstrate, in the 

case of reported p-values less than 0.05, p-values decrease with an increase in the degrees of 

freedom (𝛽2 < 0) in the presence of genuine Granger causality. However, if prior studies report 

significant Granger causality while there is no genuine effect, p-values should be unrelated to 

𝑑𝑓𝑖 or even increase as 𝑑𝑓𝑖 increases (𝛽2 ≥ 0). As selective publication of model specifications 

might not only lead to biased false positive findings we additionally try to test for false negatives 

by investigating the relationship between p-values larger than 0.05 and the degrees of freedom in 

the corresponding model specifications. In the case of a genuine lack of granger causality, p-

values should be uniformly distributed between 0.05 and 1, independent of 𝑑𝑓𝑖, leading to 𝛽1 = 

0. In contrast, if non-significant test results are biased due to false negatives, we expect 

𝛽1   ≠ 0. Additionally, we include lag lengths of primary models to control for overfitting.  

 

Especially in small samples, overfitting might even occur if information criteria are used (Bruns 

and Stern 2018). If lags of speculative activity, 𝑙𝑎𝑔𝑠𝑥𝑖 , are overfitted, test results might over-reject 

the null of no Granger causality. Analogously, overfitted lags of the commodity price variable, 

𝑙𝑎𝑔𝑠𝑦𝑖 , might lead to less significant findings of Granger causality from speculative activity to 

prices, potentially leading to false negatives. So far, we investigate the genuineness of speculation 

effects or of the lack thereof by testing the presence of p-hacking in primary studies. Using this 

approach as a base model to control for publication bias, we extend equation (1) by including 

moderating variables that potentially drive the apparent variety in primary test results, resulting in 

an extended meta-regression model: 

 

𝐿 
  

𝑝 𝑖 = 𝛼 + 𝛽1√𝑑𝑓𝑖 + 𝛽2√𝑑𝑓𝑖 ∙ 𝐼𝑝<0.05 + 𝛾1𝑙𝑎𝑔𝑠_𝑦𝑖 + 𝛾2𝑙𝑎𝑔𝑠_𝑥𝑖+ ∑ 𝛿𝑙𝑍𝑙,𝑖 + 𝜀𝑖 
𝑙=1 

 

Eq. (2) 

 
where 𝑍𝑙,𝑖 is the variable referring to moderator 𝑙 of Granger causality test 𝑖. In the following 

chapter, we present details about primary tests’ characteristics that we modelled through 
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moderating variables 𝑍𝑙,𝑖. 

 
4. Sources of Heterogeneity 

Eq. (2) incorporates variates to control for the sources of heterogeneity which we identified 

to determine the differences among the primary studies and subsequently potentially influence 

the empirical results at the primary study level. To adequately account for this variation, we use 

explanatory variables as presented in Table 1. 
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Table 1. Description and summary statistics of primary Granger causality tests’ characteristics 
 

Variable Description Mean 
Std. 

Dev. 

Sample and data characteristics 

Average time Average of start and end year of sample data 2004.47 4.73 

Degrees of freedom Square root of the difference between sample size and no. of included covariates 21.83 32.09 

Commodity class 
   

Industrial metal = 1 if industrial metals are examined 0.05 0.22 

Precious metal = 1 if precious metals are examined 0.18 0.38 

Energy = 1 if energy commodities are examined 0.12 0.33 

Agricultural and other* = 1 if agriculturals only or commodity mixes incl. agriculturals are examined 0.65 0.48 

Granger causality test 
   

# lags X Number of lagged values of independent variable 3.21 5.00 

# lags Y Number of lagged values of the dependent variable 3.13 3.10 

Modified Granger = 1 if a modification of granger causality testing is used 0.14 0.35 

Traditional Granger* = 1 if traditional granger causality testing is used 0.86 0.35 

Measurement of the response variable 

Price* = 1 if the effect of speculation on commodity prices is examined 0.58 0.49 

Volatility = 1 if the effect of speculation on commodity price volatility is examined 0.40 0.49 

Other focus variable = 1 if the effect of speculation on price spreads or spillover is examined 0.02 0.13 

Nearby futures = 1 if nearby futures contracts are examined 0.32 0.47 

Other futures = 1 if any other futures contracts are examined 0.10 0.30 

Spot price* = 1 if spot prices are examined 0.58 0.49 

Logs = 1 if the focus variable in logarithms is examined 0.48 0.50 

Levels* = 1 if the focus variable is examined in levels 0.52 0.50 

First differences = 1 if the focus variable is examined in first differences 0.48 0.50 

Speculative activity 
   

Relative = 1 if the speculative measure is scaled by another dimension 0.14 0.35 

Flow = 1 if the change in speculative activity is examined 0.27 0.44 

Absolute* = 1 if the level of speculative activity is examined 0.59 0.49 

Report and hedge fund 
data 

= 1 if speculative measures are constructed with CFTC data or data provided by 
hedge funds, 0 otherwise 

0.55 0.50 

Publication characteristics 
   

Published = 1 if the paper appeared in a peer-reviewed journal, 0 otherwise 0.51 0.50 

High impact = 1 if the Scimago journal rank of the publication outlet ≥ 1, 0 otherwise 0.12 0.32 

No. of citations per year Number of average Google Scholar citations per year (as of July 2018) 1.70 1.29 

Author affiliation 
   

NGO/IGO = 1 if one (co)-author is affiliated to a non- or inter-governmental organization 0.39 0.49 

Corporate = 1 if one (co)-author is affiliated at a commercial corporation 0.06 0.23 

Academia* = 1 if all authors hold an academic position 0.56 0.50 

Notes: This table presents the definition and summary statistics of the variables measuring data-related and methodological heterogeneity 

across studies. All variables are manually collected from primary studies. (*) marks the omitted base category in the meta-regression analysis. 
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Sample and data characteristics. We include the average of the start and end year of the period 

under investigation in primary Granger causality tests as moderator to capture time effects. Those 

might arise as the effect of speculation might change over time or only be present in certain 

periods. Especially since the early 2000s, financialization lead to a change in commodity markets 

(Tang and Xiong 2012), possibly also having an influence on the presence of speculation effects. 

Furthermore we control for the degrees of freedom, as illustrated in section 3. 

Commodity classes. Data on 46 commodities is collected and grouped into one of the four 

categories: industrial metals, precious metals, energy or agricultural commodities. Granger 

causality tests that analyze a basket of commodities at once, all happen to include agricultural 

commodities, are assigned to one dummy variable ‘Agriculturals and others’. 

Granger causality test. While traditional Granger tests establish causality in the mean, 

modified versions of the test are e.g. able to detect causality in the quantiles or in higher moments 

of the response variable (Bell et al. 1996). Such non-linear or non-parametric types might 

produce test results that may differ from that of traditional tests. We account for this variation by 

incorporating a binary variate that is 1 for traditional Granger causality tests and 0 otherwise. 

Further controls regard the number of lags as outlined in section 3 as well as the method 

according to which lag orders were determined. High lag orders deplete the degrees of freedom 

and favour spurious findings of causality (Bruns and Stern 2015, 2018). While the use of 

information criteria is more accurate than an arbitrary selection, certain criteria can still lead to 

overfitting bias and thus facilitate false positive findings (Bruns and Stern 2018). 

Measurement of the response variable. Primary tests greatly differ in various dimensions 

regarding the dependent variable that captures the commodity price. We implemented a set of 

dummy variables trying to disentangle speculation effects on various forms of commodity prices, 

e.g. price returns or price volatilities. Most primary studies investigate spot prices while others 

focus on futures markets that are more directly subject to speculation, potentially resulting in more 
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significant findings. Furthermore, results might be influenced whether response variables enter 

Granger causality tests in logs and/or levels or first differences. 

Definition and measurement of speculation activity. Heterogeneous empirical findings 

might stem from dissimilar concepts of financial speculation and different notions as to which 

types of traders count as non-commercial. We add a dummy variable that is one if official data 

issued by the CFTC or proprietary hedge fund data is used for constructing the speculation 

proxies. Hedge fund data used in primary studies and CFTC data work towards distinguishing 

commercials from non-commercial traders and, additionally, allow to analyze possible price 

effects for different subgroups of non-commercials. Further controls account for the trading 

position (short, long, net-long) which are analyzed for the specified group at the primary study 

level. This exposes in more detail what trading behaviour is associated with price effects. In our 

view, using position and trader type-specific data permits to generate more reliable empirical 

results than other proxies, such as trading volume or the futures price level. Those latter proxies 

are not able to distinguish between types of traders and trading positions and produce results that 

might be biased by price effects of commercial traders. Furthermore, primary studies differ 

regarding the measurement of the proxy for speculative activity that enters the Granger causality 

test. Therefore, we introduce dummies, since level variables should exhibit more vulnerability to 

spurious findings compared to first differenced or rescaled variables. 

Author affiliation. The professional background might presumptively have an influence on 

the research outcome selected for publication. The process of selecting moderators, designing 

the study as well as the weighting and reporting of results is not immune to bias (even 

unconsciously) arising from an institutional affiliation or financial assistance and therefore 

controlled for (Lexchin 2012; Krimsky 2013). We differentiate between studies where all authors 

are affiliated with an academic institution, studies where at least one author is affiliated to a 

commercial firm as well as studies where at least one author is affiliated to a non-or inter-

governmental organization. 
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Publication characteristics. Differences in publication quality are captured threefold: First, a 

dummy variable that is one, if the primary study is published in a peer-reviewed journal, as well 

as a continuous moderator with the Scimago Journal Rank (SJR), are introduced. In addition to 

that, a control variable with the number of google scholar citations normalized by the study’s age 

serves as an indicator for the study’s academic impact. 

5. Empirical Results 

We start our analysis by investigating the graphical distribution of the 3,183 p-values, extracted 

from 67 primary studies. Figure 1(a) depicts the distribution of all p-values included in our meta-

data set and reveals that results are strongly right skewed. Almost 30 % of the p-values are 

significant at the 5% level (see Figure 1(b)), and half of the p-values have values below 0.2. We 

further observe that for p-values between 0 and 0.5, the relative frequency of occurrence is 

strictly decreasing while it remains at a constant fraction for p-values between 0.5 and 1. Hence, 

the graphical representation highlights that our extracted data is rather uniformly distributed for 

p-values larger than 0.5 while the relative frequency rises strongly for p-values smaller than 0.1. 

Figure 1. Distribution of p-values from Granger causality tests 
 

 

(a) (b) 

Notes: The figures show the histogram of p-values from Granger causality tests reported in primary studies: (a) the full sample and (b) the 

subsample of p-values between 0.00 and 0.05. 

 

 
To further investigate significant findings, Figure 1(b) visualizes the distribution of the 

subsample of 
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p-values between zero and 0.05. Likewise, the data exhibits a significant right-skew with a median  

of 0.07.  

 
While the distribution of p-values larger than 0.01 is almost evenly distributed, we observe a dominance 

of p-values which are significant at the 1%. The apparent pattern and the absence of a noticeable bump 

just below the common threshold of statistical significance, 0.05, suggest that overall, significant results 

do not stem from p-hacking. This finding indicates genuine Granger causality from speculation to 

commodity prices in those cases where primary tests report statistical significance. 

Overall, a first graphical investigation of our meta-data set exhibits strong heterogeneity 

among previous research findings. For p-values smaller than 0.05, a clear majority (70%) lies 

well below 0.01 while insignificant p-values are approximately uniformly distributed with slightly 

more probability mass to the left. 

Basic Meta-Granger Analysis. As the second set of analysis, we employ the Meta-Granger 

model from Eq. (2) as a test for publication bias and overfitting. The baseline model shown in the 

first column in Table 2 includes the complete meta-data set and is inversely weighted by the 

number of estimates per study to give equal weight to each primary study and clustered at 

primary study level to account for study inherent effects. The regression coefficient 𝛽1 of √𝑑𝑓 ∙ 

𝐼𝑝≥0.05 is nearly zero, suggesting that p- values above 0.05 are independent of the degrees of 

freedom, indicating that overall, results are not biased by false negatives. 
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Table 2. Analysis of publication selection and overfitting bias 
 

 
(I) (II) (III) (IV) (V) (VI) (VII) (VIII) 

 Full sample Full sample Full sample Agricultural NGO/IGO Top 

journals 

Price as 

speculation 
measure 

Report 

based data 

Clustering Study 
Study, 
author 

Study Study Study Study Study Study 

Weighting [1/#est.] [1/#est.] 
 

 

[1/√𝑑𝑓] [1/#est.] [1/#est.] [1/#est.] [1/#est.] [1/#est.] 

Constant -0.734*** -0.734*** -0.972* -0.660*** -0.182 -0.815*** -0.811*** -0.708*** 

 (-4.19) (-4.24) (-1.87) (-3.00) (-0.69) (-2.98) (-4.38) (-5.16) 

√𝑑𝑓 ∙ 𝐼𝑝≥0.05 0.010 0.010 0.025 0.003 0.011 0.024** 0.016 0.011** 

 (1.08) (1.06) (1.61) (0.27) (1.04) (2.04) (1.64) (2.05) 

√𝑑𝑓 ∙ 𝐼𝑝<0.05 -0.074*** -0.074*** -0.093*** -0.068*** -0.159*** -0.062*** -0.079*** -0.083*** 

 (-9.07) (-8.98) (-3.07) (-6.97) (-2.90) (-8.59) (-5.94) (-7.70) 

#lags Y -0.016 -0.016 -0.151** -0.023 -0.174*** 0.004 -0.020 0.017 

 (-1.04) (-1.08) (-2.35) (-0.75) (-3.89) (0.15) (-1.14) (1.07) 

#lags X -0.001 -0.001 -0.013 -0.001 (omitted) -0.047*** 0.004 -0.004* 

 (-0.05) (-0.05) (-0.68) (-0.17)  (-2.73) (0.67) (-1.77) 

#Obs. 3183 3183 3183 2075 1236 367 1857 1599 

#Studies 67 67 67 51 6 11 55 39 

  

Notes: This table reports the results of Eq.(1): 𝑝 𝑖 = 𝛼 + 𝛽1√𝑑𝑓𝑖 ∙ 𝐼𝑝≥0.05 + 𝛽2√𝑑𝑓𝑖 ∙ 𝐼𝑝<0.05 + 𝛾1𝑙𝑎𝑔𝑠_𝑦𝑖 + 𝛾2𝑙𝑎𝑔𝑠_𝑥𝑖+𝜀𝑖 , where 𝑝 𝑖 is the probit-

transformed p-value and 𝑑𝑓𝑖 the degrees of freedom of the corresponding Granger causality test 𝑖. The variables 𝑙𝑎𝑔𝑠_𝑦𝑖 and 𝑙𝑎𝑔𝑠_𝑥𝑖 refer to 

the lag length of the commodity price 𝑦𝑖  respective of the speculation activity measure 𝑥𝑖. Models I, II and IV-VII are estimated by 

weighted least squares using the inverse of the number of estimates as weights. Model III uses the inverse of the square root of the degrees of 

freedom as weights. In Model V the coefficient for #lags X is omitted, since #lags X = #lags Y for all observations in that subset. The t-statistics 

of the regression coefficients reported in parentheses are based on standard errors adjusted for within-study and across-study correlation. 
*p<0.1,**p<0.05,***p<0.01 

 

Similarly, we detect no bias by false positives, as p-values significantly decrease with the 

degrees of freedom in the case of significant primary findings (𝛽2 < 0), as expected in the 

presence of genuine Granger causality. Furthermore, controlling for overfitting has no effect, as 

coefficient of the lag lengths are near zero. Hence, we may conclude that significant as well as 

non-significant results do not suffer from publication bias and/or model overfitting in general. 

These findings mainly hold if we additionally account for author-specific effects (Model II) or 

apply a weighting scheme based on the inverse of the degrees of freedom (Model III). The 

subsequent Models (IV -VIII) investigate the sources of heterogeneity within our meta-data 

sample by conducting a regression for specific subgroups based on the weighting scheme and 

clustering technique applied in Model I (for further details see chapter 4). Model V regards 

research findings that have been published, endorsed or conducted by a non-or intergovernmental 

organization. As we can see from the coefficient on the lag length of primary models (#lags X = 

#lags Y for all observations in that subset), overfitting seems to be a prevalent issue in that subset. 
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Nevertheless, the negative relation between p-values < 0.05 and degrees of freedom persists after 

controlling for overfitting, and thus still indicates genuine Granger causality. On the contrary, 

findings from Models VI and VIII might be interpreted in that way that decreasing the lag length 

of the speculation measure increases p-values, leading to false negatives implied by 𝛽1  > 0. In 

the case of a genuine lack of Granger causality, p-values > 0.05 should be unrelated to the 

degrees of freedom which is not the case for test results of the subsets ‘Top journals’ and ‘Report-

based data’. In general, we observe that overfitting bias, although not visible for the data set as a 

whole, is present for subgroups and appears to affect research findings. Based on the meta-

granger approach we show that there is genuine granger causality within our meta-data set, while 

the genuine lack thereof is in some cases unclear due to false negatives. 

Further graphical analysis of the observed heterogeneity can be found in Figure 2. Figure 2(a) 

depicts a subsample of primary studies where at least one (co)-author is affiliated to a non- or 

intergovernmental organization (NGO/IGO). This is contrasted with Figure 2(b) where all other 

studies not belonging to the first category were included. 
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Figure 2. Distribution of p-values from subsamples of Granger causality tests 
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Notes: The figures show the histogram of p-values from subsamples of Granger causality tests reported in primary studies: (a) studies with at 

least one author who is affiliated to a non- or inter-governmental organization, (b) studies with no author who is affiliated to a non- or inter- 
governmental organization, (c) Granger causality tests that examine agricultural commodities and (d) Granger causality tests that examine non- 

agricultural commodities. 

 

 

 
 

This visual comparison illustrates the extent to which we are able to explain the existing 

heterogeneity within our data set by the researchers’ background. While almost 50% of all 

research findings belonging to the group of NGO/IGO-affiliated researchers are significant at the 

10% level, merely 18% of the p-values stemming from the second group are smaller or equal to 

0.1. Apart from the frequency of significant results, another apparent difference is presented by 

the overall distribution of research findings: Figure 2(b) exhibits an almost even frequency 

distribution over the interval of insignificant p-values (p>0.1) whereas Figure 2(a) displays a 
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strong right-skew and negligible frequencies for p-values above 0.5. In a similar fashion, Figures 

2(c) and 2(d) compare the distribution of p-values for the subgroup of tests that investigate 

Granger causality from speculation to agricultural commodities (c) and a sample excluding those 

test results (d). Yet again, the charts deviate the most for the interval of significant values (<0.1) 

where 40% of all research outcomes reside for agriculturals compared to only 10% for all other 

commodities. While Figure 2(c) again features a notable right-skew with diminishing frequencies 

for the interval > 0.8, Figure 2(d) is only slightly right-skewed with a rather uniform distribution 

from 0.4 to 1. From these graphical illustrations, we infer that there is vast significance of 

Granger causality tests regarding agricultural commodities and of those conducted by researchers 

affiliated to NGOs/IGOs. 

Extended Meta-Granger Analysis. In Table 3, further moderator variables are added to the 

regression model in order to statistically explore the drivers of heterogeneity within our meta-

sample. Analogous to the regression output in Table 2, coefficients of the degrees of freedom for 

the subgroup of significant p-values are significant and negative in all models, still indicating the 

lack of false positives and hence, implying the presence of genuine Granger causality. 

Analogously, since 𝛽1  ≈ 0, non-significant findings from prior studies are not biased by false 

negatives. Therefore, significant as well as non-significant results reported in the primary 

literature apparently do not suffer from publication bias in any direction. Consequently, 

heterogeneous findings can be largely explained by moderator variables that we included in our 

extended meta-granger model of Eq. (2). Models I and II of Table 3 are estimated by weighted 

least squares using the inverse of the number of estimates as weights. In both cases, we observe 

that an affiliation of at least one author to an NGO/IGO is associated with a significantly smaller 

reported p-value. A second driver of variation within our meta-sample is given by the publication 

status of the primary study. Interestingly, peer-reviewed journal articles are less likely to present 

significant p-values compared to unpublished studies. Since the publication process ensures the 

compliance of academic research with certain standards in conducting, reporting and interpreting 
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scientific outcome, we regard published papers as more trustworthy. However, if the weighting is 

altered to the inverse of the square root of the degrees of freedom, such as in Model III, the 

significant influence of the publication status vanishes albeit a positive coefficient remains. 
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Table 3. Analysis of heterogeneity 
 

 
(I) (II) (III) 

Clustering Study Study, author Study 

Weighting [1/#Est.] [1/#Est.] [1/df] 

Constant 26.813 26.813 72.769** 

 (0.93) (0.93) (2.08) 

 
 

√𝑑𝑓 ∙ 𝐼𝑝≥0.05 0.005 0.005 0.011 

 (0.57) (0.55) (1.33) 

 
 

√𝑑𝑓 ∙ 𝐼𝑝<0.05 -0.076*** -0.076*** -0.166*** 

 (-5.71) (-5.69) (-3.43) 

#lags Y -0.013 -0.013 -0.004 

 (-1.08) (-1.15) (-0.39) 

#lags X -0.002 -0.002 -0.005 

 (-0.61) (-0.63) (-1.13) 

NGO/IGO -0.457** -0.457** -0.395* 

 (-2.05) (-2.10) (-1.70) 

Corporate 0.142 0.142 0.327* 

 (0.75) (0.83) (1.85) 

Published 0.349** 0.349** 0.261 

 (2.03) (2.13) (1.47) 

High Impact -0.017 -0.017 -0.226 

 (-0.07) (-0.07) (-0.69) 

No. of citations -0.109* -0.109* -0.172** 

 (-1.89) (-1.86) (-2.33) 

Average Time -0.014 -0.014 -0.037** 

 (-0.99) (-0.99) (-2.13) 

Industrial metal 0.710*** 0.710*** 0.601*** 

 (3.06) (5.25) (3.24) 

Precious metal 0.929*** 0.929*** 0.680*** 

 (5.01) (5.11) (3.59) 

Energy 0.285 0.285 0.401* 

 (1.41) (1.47) (1.96) 

Mod. Granger 0.053 0.053 0.468 

 (0.20) (0.19) (1.22) 

Relative -0.065 -0.065 -0.104 

 (-0.33) (-0.34) (-0.61) 

Flow 0.370** 0.370** 0.295** 

 (2.43) (2.30) (2.22) 

Report data 0.480*** 0.480*** 0.009 

 (2.58) (2.70) (0.08) 

Price 0.303 0.303 -0.010 

 (1.16) (1.13) (-0.03) 

Volatility 0.727* 0.727* 1.091* 

 (1.77) (1.72) (1.89) 

Nearby futures 0.804*** 0.804*** 0.944*** 

 (3.24) (3.30) (3.35) 

Other_futures 0.737*** 0.737*** 1.002*** 

 (2.89) (2.98) (3.16) 

First differences -0.210 -0.210 -0.118 

 (-1.19) (-1.21) (-0.74) 

Logs 0.293 0.293 0.092 

 (1.10) (1.12) (0.34) 

#Obs. 3183 3183 3183 

#Studies 67 67 67 
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𝑙=1 

 
  

Notes: This table reports the results of Eq.(2): 𝑝 𝑖 = 𝛼 + 𝛽1√𝑑𝑓𝑖 ∙ 𝐼𝑝≥0.05 + 𝛽2√𝑑𝑓𝑖 ∙ 𝐼𝑝<0.05 + 𝛾1𝑙𝑎𝑔𝑠_𝑦𝑖 + 𝛾2𝑙𝑎𝑔𝑠_𝑥𝑖+ ∑𝐿 𝛿𝑙𝑍𝑙,𝑖 + 𝜀𝑖 , where 

𝑝 𝑖  is the probit-transformed p-value and 𝑑𝑓𝑖  the degrees of freedom of the corresponding Granger causality test 𝑖. The variables 𝑙𝑎𝑔𝑠_𝑦𝑖  and 

𝑙𝑎𝑔𝑠_𝑥𝑖 refer to the lag length of the commodity price 𝑦𝑖 respective of the speculation activity measure 𝑥𝑖. 𝑍𝑙,𝑖 is the variable referring to 

moderator 𝑙 of Granger causality test 𝑖, with 𝑙 ∈ (NGO/IGO, Corporate, …, Logs). Models I and II are estimated by weighted least squares 

using the inverse of the number of estimates as weights. Model III uses the inverse of the square root of the degrees of freedom as weights. The 

t-statistics of the regression coefficients reported in parentheses are based on standard errors adjusted for within-study and across-study 

correlation. *p<0.1,**p<0.05,***p<0.01 

 

 

 
 

Interestingly, the results are reversed once we consider the impact of the primary study among 

academic researchers as measured by the average number of citations per year. All three models 

indicate that researchers are able to attract more attention with smaller, that is, more significant 

p-values. The respective coefficients (-0.109) are significant at the 10% level for Models I and II 

and more pronounced for Model III (-0.172). Researchers who are able to reject the null 

hypothesis of no effect gather more recognition among academia which might be attributed to a 

general fondness of researchers as well as publishers towards significant results. 

An association of at least one of the researchers to a bank or a commercially-run company 

does not generate results significantly different from academic researchers and appears to be a 

negligible determinant for the within-sample heterogeneity. Results are only statistically 

significant at the 10% (0.327) in case of the third regression model and insignificant for the 

remaining two. 

Moreover, the regression analysis suggests significant differences between types of 

commodities for all three models. Primary studies which analyze speculation effects on the 

subgroup of industrial metals find significantly higher p-values (0.701) than for agricultures. The 

effect is even more pronounced for precious metals where we observe (probit-transformed) p-

values which are, on average, larger by 0.929 compared to agricultural commodities. Energy 

commodities such as minerals and processed oil exhibit no (Models I and II) or a less significant 

effect of 0.401 at the 10% level compared to agriculturals. Following our findings, we may 

conclude that agricultural and energy commodity prices are significantly more affected by 

speculation activity than metal prices. 
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We further observe that the data source constitutes an important driver of heterogeneity as 

indicated by a positive and significant coefficient on the control variable for report-based data. 

Primary studies which accessed data on traders’ positions are less likely to reject the null 

hypothesis and report probit- transformed p-values that are higher by 0.480 at the 1% level. Yet, 

once we weight by the inverse of the primary studies’ degrees of freedom, we fail to find a 

statistically significant effect compared to tests including other proxies for speculation such as the 

futures price level, the overall volume of open interest or trading volume. 

Second, to last, Table 3 suggests that causal effects from speculation to commodity prices are 

less likely to be found for price volatilities than for price returns. The correlation coefficient on 

price volatility suggested by Model III is very high in absolute terms (1.091) but only significant 

at the 10% level. That is, we may partially explain the existing heterogeneity in research findings 

by the researchers’ choice of measuring the dependent variable. Our results provide evidence that 

suggests that using returns is more likely to induce significance in Granger causality tests whereas 

levels appear to be unrelated to the level of significance. 

Lastly, we note that using futures prices are associated with higher, less significant p-values 

compared to using spot prices as response variable in Granger causality tests. This effect is 

significant at the 1% level for all three models and remains valid irrespective of whether 

researchers study nearby futures or futures with a later expiration date. This is an interesting 

finding as financial speculation in fact usually takes place in futures markets. 

 

6. Conclusion 

We applied meta-granger analysis to systematically analyze 67 primary studies on the impact 

of financial speculation on commodity prices. In our base model, we could not detect overall 

publication bias. Although controlling for overfitting that occasionally is present in primary 

studies, most of our model specifications show that reported Granger causality test results are 

neither biased by false positives nor by false negatives. Exceptions are studies that are published 
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in journals we classified as top journals in our sample and studies that use report based data on 

speculation activity. Results from those studies might be slightly biased by false negatives, 

leading to uncertainty on the genuineness of the reported lack of Granger causality. Nevertheless, 

our results do not show that there is an aggregated speculation effect on commodity prices. Using 

an extended meta-regression model with moderator variables capturing primary study and test 

characteristics we could largely contribute to explaining contradictory findings in the existing 

literature. In summary, we find that significance in research findings is induced by a researcher’s 

affiliation with a non- or intergovernmental organisation, agricultural and energy commodities as 

well as highly cited research studies. Insignificant test outcomes, on the other hand, are more likely 

observed if research is published in a peer-reviewed journal, examines industrial or precious 

metals, uses futures prices of commodities (instead of spot prices) as dependent variables and 

utilizes official data from the CFTC or proprietary data from hedge funds. 

However, drawbacks remain, as our meta-analysis is only able to consider previous findings 

from Granger causality tests that might also suffer from omitted variable bias next to the biases 

investigated in our study. Furthermore, we do have to rely on p-values as an effect size due to 

the nature of Granger causality testing. Consequently our (and most prior) research has to focus 

on the presence of speculative effects instead of their size or direction. Further research might 

address these issues and draw attention to other methods of detecting and aggregating speculation 

effects while drawing attention to economic next to statistical significance. 
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Measuring the Impact of the Sustainability Accounting Standards Board on Climate 

Change Risk Disclosures 

 
            A J Stagliano, Saint Joseph’s University 

 
Abstract 

 
Sustainability concerns and the financial risks associated with environmental liabilities prompted the 

U.S. Securities and Exchange Commission (SEC) to issue interpretive guidance for registrants 

regarding disclosures related to these matters. The SEC’s 2010  document is  focused on four main 

themes: (1) impacts from existing regulation and legislation, (2) effects generated by international 

accords, (3) expected indirect results of new environmental protection alteration.  Disclosures  from  

these  four  areas  are  likely  to  create  many  questions  and  rules, and (4) risk consequences on 

business activities connected with the physical effects of uncertainties about the materiality of 

sustainability financial risks. 

Environmental 

The Sustainability Accounting Standards Board (SASB) has developed a wide array of measurement 

methods and reporting guidelines with respect to major industrial and service sectors in the U.S. 

economy. The SASB’s efforts complement regulatory reporting as firms comply with mandatory 

SEC filings. 

 

One of the most significant financial elements related to threats such as global warming is the risk 

that these phenomena might add costs to operating a company and reduce the firm's economic 

outcome. The empirical research described here is focused on disclosures about sustainability risks 

that a selected group of SEC registrants, those in the health services sector, made in connection with 

SEC disclosure guidance and the SASB’s reporting standards. 

 

This study seeks to determine whether firms in a high-profile sector of growing importance disclose 

their efforts at furthering sustainability. Data are gathered from the years 2008 through 2017 Form 

10-K filings of every publicly traded SEC registrant in two cognate SIC Major Groups: #80—Health 

Services and #83—Social Services. All of the firms selected for study have a fiscal year ending date 

that would have made them subject to the new SEC guidance starting with financial reporting for 

year 2010. All of these firms are especially focused on a “business” that is imbued with the public 

interest in a unique way. 
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Unpacking 25 Years of "Reel" Leadership: A Review of Leaders and Leadership in 

Bestselling Films 

Alexander Knights, Roger Williams University 

 
Abstract 

 

Scholars have long argued that one of the main imperatives for studying leadership lies in the 

fact that it pervades much of our everyday lives. One area of everyday life where leadership has 

proven inescapable, but gone largely unstudied, is in bestselling films. A comprehensive review of 

the 250-bestselling films in the last 25 years will be undertaken for the purposes of unpacking these 

films’ portrayals of leaders and leadership, providing general conclusions, as well as temporal 

trends. 

Keywords: 

 

Leadership, Leader Traits, Leader Behaviors 
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Resisting Trump on Twitter 

Exploring Themes and Messages of the #Resistance 

 

Amiee Shelton, Roger Williams University 
 

Abstract 

 

Millions of Americans are protesting policies and/or communication style of the current 

American White House. These resistance activities can be viewed in large part as facilitated 

through the microblogging platform of Twitter. After identifying 1000 users who follow 

#Theresistance, we analyzed 15,000 tweets, using the framework of the framing theory. This 

study specifically investigated how self-proclaimed members of the resistance frame their 

messages, by analyzing the tone, rationality, and media components of each tweet. We were 

able to determine themes, and persona (type of user) and the apparent motivation for posting.  

Our  analysis  revealed  that  participatory action is  cultivated  in  the #Theresistance,  yet 

Habermas’s idea  of a public sphere  is not fully realized, despite wide demographic and 

geographic usage. Overall, our findings support the argument that Twitter increases political 

participation and social movements. This exploratory study sets a foundation from which 

other studies can investigate if Twitter enhances the public sphere and the role of Twitter in 

social movements. 

 
Key Words: Twitter, Political Communication, Resistance, Public Sphere, Framing Theory 
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Flipped Classroom Application 

In an Introductory Business Information System Course 

 

Bahadir Akcam, Western New England University 
 

Purpose 

 

The purpose of this research is to describe a flipped classroom application in an introductory business 

information system course at the undergraduate level and report student satisfaction results with the 

course components. 
 

Methodology 

 

End of the semester surveys were used to collect data on the student satisfaction with the twelve course 

components. A five-point Likert scale from strongly dissatisfied (1) to strongly satisfied (5) was used 

in the survey. 77 students in three sections in two semesters participated in the surveys. Survey results 

are analyzed using descriptive statistics, t-test and ANOVA methods. 
 

Key Findings 

 

Flipped classroom approach dramatically changed the course activities. This change resulted with 

different learning experiences for students. 
 

Students had varying satisfaction levels with different components of the course. They are satisfied with 

11 out of 12 course components. While course activities such as class exercises (3.94), group 

collaboration (3.87) and assignments (3.69) in class resulted with high satisfaction, pre-recorded 

lectures (3.39) and quizzes at the beginning of each chapter (3.10) resulted with lower satisfaction 

levels. Textbook (2.57), as a traditional course component, did not satisfy students. 
 

Conclusions 

 

Given the positive student satisfaction levels with 11 out of 12 course components indicate the promise 

of the flipped classroom approach in this type of course. 
 

Flipped classroom approach mainly adopted to provide ample opportunity to have hands-on class 

exercises. Students reported high satisfaction level with these components such as SAP Case Study 

Exercises (4.08), Class Exercises (3.94), and Group Collaboration (3.87). 
 

Students are more satisfied with the Posted Lecture Presentations (3.99) than the Prerecorded Lectures 

(3.39) that are explaining the concepts in these presentations. Quizzes (3.10) designed to measure 

student understanding from the Prerecorded Lectures and the Posted Lecture Presentations resulted 

with low satisfaction. The Textbook (2.57) did not satisfy the students despite its good quality. 
 

Key Words: Flipped Classroom, Introductory Business Information Systems Course, Teaching 

Methodology 
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Beata Skowron-Grabowska 

Czestochowa University of Technology 
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42-200 Czestochowa, Poland 

 

Abstract 

 

 In the herein paper the problematic issues of the social approaches of the process of the 

functioning of enterprises have been presented. The context of reference is that of the 

innovativeness of enterprises. The globalization and competitiveness of enterprises has led to the 

fact that society, by appreciating the positive effects of business activities, conducted a revaluation 

of the results and categories of the assessment of business entities. The financial parameters are one 

of the most important categories of evaluation, yet it is the social nature of enterprises that is 

becoming an increasingly noted and appreciated approach of business entities. In the herein paper, 

the strategic conditioning of the social approaches of enterprises and entrepreneurs has been 

presented. Likewise, the pro-innovative activities have been indicated in a social aspect.  

Key words: social enterprise, entrepreneur, strategy, innovations 

 

Introduction 

 The execution of the tasks of enterprises in circumstances of the dynamically progressing 

processes of globalization and competitiveness is becoming an issue that is increasingly intricate. 

On the one hand, there is absolute pressure within an enterprise in order for their activities to fulfil 

the criteria of efficiency. However, on the other hand, society increasingly assesses the results of 

business activity more profoundly, particularly those that have a direct impact on mankind and the 

environment in a negative sense. Enterprises when faced by social pressure verify their business 

activities in the direction of social approaches. This approach is the consequence of the publication 

of reports and social audits. The increase in the level of social awareness exerts significant 

influence on the processes of management, particularly in a strategic context. The afore-mentioned 

facts have led to the creation of social enterprises, as well as the categories of enterprises and 

managers of a social approach. The essence of the activities of enterprises and entrepreneurs 

however results in the necessity to implement innovations due to the competitiveness of the market. 

The problems of the innovativeness of enterprises also requires the perception of social aspects. 

 

1. Strategic conditioning of social approaches of enterprises 

The processes of globalization and competitiveness cause the pursuit of development among 

enterprises. The development of enterprises is a positive effect of the activities of mankind. 

Unfortunately, development is also accompanied by the negative consequences for mankind in both 

direct and indirect ways by means of the degradation of the natural environment. 

The strategy of the choices of our planet is an interesting subject matter for research.                              

In multi-paged analyses, it is emphasized that a strategic choice is a very intricate problem and 

relates to the space in which the boundary conditions are separated by significantly different 

concepts. One of these comes down to the necessity of moderation in terms of the utilization of 

non-renewable resources. In the second one, it is claimed that the problems of the degradation of 

the environment, while also other areas that threaten the ecological and social balance may be 

resolved as a result of innovativeness, as well as the broad perception of progress in the 

development of science and the economy. (Martin, Kemper, 2012) 

 The growth trend of globalization and competitiveness has led to the fact that firms have 

undertaken the challenge of realizing the concepts of social engagement. With relation to the 
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aforesaid information, social reports are published, social and ethical audits are conducted in firms, 

while furthermore, the process of adjustment to the standards created over the last few years exists. 

The growth of the level of social awareness has not failed to leave its mark on the processes of 

management. In the modified and improved strategies of firms within the context of a social 

dialogue, aspects associated with environmental protection, recycling and the rationalization of the 

use of resources are first and foremost to the forefront. (Kwiecińska, 2014) Hence, there is 

significant evidence of the creation of social values. The intricacy of this issue has led to the fact 

that it is justifiable to view social values in varying concepts. 

In the area of information relating to the social responsibility of enterprises (CSR), there is a growth 

trend in terms of the range and scale of this problem. J. Adamczyk emphasizes that there are no 

legislative regulations with relation to information about CSR, thus the business entities create their 

own standards and guidelines. (Adamczyk, 2013) 

In the standard working conditions an ethical report and social report are displayed, as well as 

sustainable growth in the context of the development of GDP. The guidelines however, encompass 

responsible behaviour and good practices. 

 

In emphasizing the significance of CSR in terms of the basic sphere of the economy, it is 

necessary to emphasize the debatable nature of this issue. This does not arise from questioning the 

justification of CSR, but the form and workability of the undertakings initiated.   

In the arguments of the proponents of CSR the following aspects are first and foremost 

illustrated (Sokołowska, 2014): 

 

- shaping the new socio-economic reality within the framework of which, models based on a 

pro-social approach are defined, 

- responsibility of enterprises within the framework of the freedom of management, 

- pro-market mechanisms that should constitute an important decision-making element of the 

market due to its restricted regulatory nature, 

- opportunities of enterprises in realizing the principles of CSR over a long-term perspective 

are higher in the area of additional financial results. As a result of the radical changes to the 

social expectations with relation to enterprises, it is necessary to balance their economic and 

social aims as follows: 

- public opinion creates the image of an enterprise from the viewpoint of ethical and empathic 

approaches, 

- an enterprise of really great economic significance simultaneously bears a high level of 

corporate responsibility, 

- CSR illustrates the close ties between the correlative and complementary behaviour and 

organizational culture, 

- indicating social responsibility by an enterprise is a result of the essence of this concept 

itself. 

 

Activities aimed at changes in the relations in terms of behaviour in enterprises focused on 

developing undertakings of a pro-ecological and social nature are worth mentioning here 

(Nitkiewicz, 2013). 

 

The following claim is also made: “that human activity within the framework of an organization 

determines the moral responsibility in a decisive manner” (Sokołowska, 2014). By way of 

justification, the following positions are presented: (Fudaliński, 2013) 
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- In a liberal approach to results, an enterprise only expects profit, whereas other areas are not 

important. 

- The principles of the market economy lead to the fact that the only responsibility of an 

enterprise is concentrated on the efficiency of the utilization of resources. 

- The evaluation of CSR is of a superficial and minimalistic nature due to the lack of 

possibilities to conduct a profound analysis. 

- CSR is identified in a more methodological way with resolving the problems of society in a 

more comprehensive manner than the multi-dimensional concept of the business activities 

of enterprises. 

- There is a lack of appreciation for long-term social benefits concentrated around the social 

balance of the improvement of the image of an enterprise, the growth of social capital. 

- The concept of M. Friedman associated social responsibility with charitable activity and 

omitted very valuable initiatives of a local nature created by business and first and foremost 

executing social aims. 

- An enterprise does not assign itself responsibility due to a lack of unequivocal ranges and 

relation of the tasks executed, while also their effects with regard to the particular 

employees. 

 

The concepts of the proponents of the social approach to business create the basis for the category 

of the social enterprise. 

In the notion of a social enterprise there is therefore an accumulation of a certain type of 

antinomy. Its source constitutes a category of an enterprise identified with business activities with 

the simultaneous reference to the social nature of the tasks executed. Likewise,  the problems of 

social management in their basis concentrate on the self-realizing society as an entity creating the 

abilities of self-organization. (Fudaliński, 2013) 

R. Krupski emphasizes the fact of the difficulty of measuring the intangible resources, which may 

include CSR. This resource requires qualitative evaluation, while also being subject to the process 

of subjective verification. From the viewpoint of the usefulness of CSR, an enterprise is becoming 

the subject of quantitative analysis. It is also necessary to underline the difficulty of identifying 

them in this notion. (Krupski, 2011) 

By referring to the research results in the sphere of intangible values, it is necessary to emphasize 

the importance of social values within the framework of which the relation to the environment and 

approach of the enterprise towards the environment is defined. The leading values have become the 

processes of sharing, protection, social responsibility, sustainable growth and the environment. The 

research was conducted by availing of the analysis of the variants. The comparison of the level of 

social values in the strategies of Polish enterprises with relation to international enterprises results 

in the fact that Polish enterprises are featured by a decisively lower level of social values on the 

market (approximately 30%). (Rzemieniak, 2013) 

 On the basis of the afore-mentioned results, as well as the deliberations conducted, it is 

necessary to emphasize the social approach of enterprises.  

Hence, the process of the growth of trust with regard to the realization of the business activities of 

enterprises takes place. This is confirmed by the number of respondents who respond to the positive 

impact of the social approach of enterprises towards trust with regard to this type of entities ( 

almost 80%). (Malara,  Kroik, 2011) Thus, an important problem in an enterprise of a social 

approach is the perception of organizational changes that accompany business entities. 

Hence, the social approach of enterprises is required in an increasingly broader area of activity. The 

strategic problems of the circumstances influencing the illustration and perception of the social 

approaches of enterprises and entrepreneurs are becoming more important.  
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2. Concepts of functioning of social entrepreneurs 

 

The category of a social enterprise remains in direct relations with human resources by creating 

various approaches. In human resources, a key role is played by entrepreneurs who display an 

increasing level of social attitudes. 

In the social definition, entrepreneurs are illustrated by activity involving the reconfiguration of the 

resources held for the realization of the social aim. With regard to the scope of the problem, it is 

justifiable to conduct a classification of social entrepreneurs. (Zając, 2014) 

In the group of social entrepreneurs, the following are distinguished: local social initiators, social 

constructors and social engineers. Each of these groups are given a scale, scope and area of activity. 

Furthermore we identify the motive of activity and social significance, together with the evaluation 

of the impact on the social balance. As a consequence, the source of the advantage of social 

entrepreneurs is emphasized, assuming that the data of the European Commission (KOM 2011/682) 

indicates that one fourth of enterprises in Europe are of the nature of social enterprises.  

(Kurczewska, 2012) Hence, the continued propagation of the importance of social enterprises is 

significant. 

The social nature of entrepreneurs is indicated by the aspect of the variety of the economic sphere 

and trends in the behaviour of society. (Grabowska, 2014) 

It is possible to distinguish managers in the group of entrepreneurs by defining their role and social 

approaches in an enterprise. 

An interesting research project on the scope of the role and functions of a manager in 

organizations was conducted by J. Niemczyk, R. Trzaska. (Niemczyk, Trzaska, 2014) In the first 

stage, the identification of the features of the analysed managers from Europe and the USA was 

conducted (Fig. 1). 

 
 

           American respondent                 European respondent  

Fig. 1. Structure of the indications of the source of advantage of network managers over other 

managers in network organizations. 

Source: (Niemczyk,  Trzaska, 2014) 

 

 Managers from Europe and the USA acknowledge the following in terms of building 

competitiveness: creativity, skills and experience. Few indications related to talent as the source of 

competitive advantage. It is worth referring to the following statement in this sphere: The talent of 

managers constitutes one of the most important elements in terms of creating the development of 
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enterprises. (Chodorek, 2013) In general terms the aforesaid dependence may be stated as the fact 

that the talent of managers of enterprises creating networks is decisive with regard to the potential 

for the development of a network, as well as the particular enterprises in the network. 

 In the subsequent stage, the area of the responsibility of managers in an international 

network was defined (Table 1). 

 

Table 1. Structure of responses to questions relating to the area of the responsibility of a manager in 

an inter-organizational network 

As a manager, you are responsible for, among other 

things: 

Percentage of 

indications of 

European 

managers 

Percentage of 

indications of 

American 

managers 

mobilizing knowledge 55 60 

acquiring innovations and knowledge 52 60 

stability of organization in network  52 80 

building trust 79 100 

coordinating and harmonizing 82 60 

creating ties between participants of organization  64 60 

ensuring support in sphere of management 55 100 

perceiving the contexts of activities of participants 42 80 

concentrating on significant issues of activities  52 100 

defining organizational roles 64 80 

Source: (Niemczyk,  Trzaska, 2014) 

  

Analysis of the data reveals that the approximate level of responses for European and 

American managers refers to such areas as follows: mobilizing knowledge, the acquisition of 

innovations and knowledge, shaping the ties between the participants of organizations, while also 

defining the organizational roles. A significant advantage  in terms of these indications is featured 

by the American managers over their European counterparts in the sphere of the following: the 

stability of an organization in the network, building trust, ensuring support in the sphere of 

management, perceiving the context of the activities of the participants of the organization, 

concentrating on the significant issues of the activities and defining the organizational roles. A 

contrasting nature of dependencies exists between the European and American managers, namely 

the percentage of indications of the European managers is higher with relation to the American 

managers only in the area of coordination and harmonization. 

The authors of this research in terms of summing up the interpretation indicate that the afore-

mentioned differences are determined by cultural circumstances. The notion of the behaviour of an 

American manager comes down to the perception of the problem of management, while the 

European manager pursues the realization of an aim and significantly restricts analysis of its past. 

(Niemczyk,  Trzaska, 2014) 

 Nevertheless, it is essential to underline the change in the approach of the manager and 

entrepreneur. This approach is clearly evolving in a pro-social direction by taking account of the 

innovative aspect. 

 

3. Pro-innovative activity of enterprises. Social aspect 

The activities of enterprises of an unequivocal social nature requires taking the aims of the 

market economy into account. With relation to these, competitiveness is of fundamental importance 

in terms of which category is determined by a greater sphere by the innovativeness of enterprises.  

 

Each of the areas of competitive potential is served by pro-innovative activities. The sphere of 

research and development activities that create pro-innovative activities has been displayed. 
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Furthermore, in the activities distinguished production, quality management, logistics, marketing, 

finance and employment may be found. The afore-mentioned areas encompass practically the 

whole sphere of the activities of an enterprise, which are directed at the social nature of the tasks 

executed. Hence, it is possible to state the relation between the social nature of an enterprise and its 

pro-innovative activities. Likewise, it is necessary to refer to the correct view of R. Krupski who 

summed up the relations of the environment, open innovations, while also cooperation and 

competitiveness. A new sense of purpose creates new competitive potential. A new paradigm of 

management is created that is based on the creation of an environment of competitive cooperation 

and open organizational solutions. (Krupski, 2014) The aforesaid deliberations of cooperation 

directly refer to the social nature of the activities of an enterprise. 

 

The context of the social nature of enterprise and innovativeness directly corresponds with social 

innovations. The aspect of social innovations is perceived in terms of the aspect of the enterprise at 

hand, while also the category of activity, effects, as well as the ability to create this type of 

innovation. 

In order to illustrate the problem, it is possible to refer to empirical research on such 

enterprises as the following: AVNA, CEMEX, CLIFFORD-Chance, Deloj, TTE, Żywiec SA, 

Lotos.  In the case of the particular enterprises, a type of category of activity was defined, as well as 

the benefits of the simultaneous display of social innovations. 

 It would seem that from the viewpoint of management, the projects of CLIFFORD-Chance 

and  Lotos Group are deserving of mention. The project of CLIFFORD-Chance provides aid for 

students of law of low incomes. The aim of the project is to break through the stereotypes, and as a 

consequence change the social structure of the legal environment. The project of the Lotos Group 

was directed at transferring information relating to new strategic aims to all the employees. By 

means of improving the internal communication, it is assumed that the growth of the integration of 

employees shall occur, who increasingly identify with the strategic aims of the Lotos Group. 

(Kroik, Malara, Skonieczny, Swida, 2014) A better perception of strategies would enable the 

improvement of interpersonal relations and motivation of employees. The afore-mentioned 

examples confirm the pro-innovative activities of enterprises. Furthermore, their nature indicates 

the social direction of the functioning of enterprises. 

Summary 
 The changes of the conditioning of the functioning of enterprises have a significant impact 

on the scope, function and first and foremost the nature of the activities of business entities. 

Globalization and competitiveness lead to the fact that the strategies of enterprises take account of 

not only financial parameters, but in multi-criteria analyses there is an increasing presence of the 

category of the social approach of enterprises. In terms of competition, this type of approach must 

also represent entrepreneurs and managers. This type of activity favours the conditions of the 

functioning of enterprises, which involves the possibilities of preparing and implementing the 

appropriate projects of the European Union. Analysis of the subject for analysis in terms of the 

scope of the projects of the European Union reveals that those preferred are ones that are 

characterized by the innovativeness and social tendencies of enterprises. Projects of this nature 

shall constitute a significant motive that guides an enterprise towards a social approach. However, 

regardless of projects, the general attitude of society is towards the creation of the pro-social 

approach of enterprises functioning in the market economy. 
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Net Zero Energy City: Prospects of Microalgae Architecture 
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Abstract 

Net zero energy practice has gained a global trend in the past few years in response to climate change 

design imperatives. To that end, buildings are required to balance its energy consumption and self- 

sufficiency by integrating multifunctional building enclosures, energy efficient building service 

systems, and on-site renewable energy production potentials. The study therefore aims to assess the 

prospect of microalgae architecture as a way to achieve net zero energy buildings. A multidisciplinary 

investigation on understanding the feasibility of microalgae architecture is proposed, focusing on 

sustainability and technological issues to support a net zero energy city vision. 

 

Keywords: climate change design imperatives, net zero energy city, microalgae architecture, 

multifunctional building enclosures, energy efficiency 

 

1. Introduction 

Urbanization is expected to continue. It is estimated that world’s urbanization rate has reached 50% 

as of 2010 and six billion urban residents are expected to live in cities by 2050 (UN, 2014). Rapid 

urbanization and population growth has increased building, industry, and transportation sectors, 

aggravating climate change and environmental quality. The building sector worldwide is a primary 

contributor of global energy use, raw material consumption, and pollution emissions. Urban 

development is typically accompanied by the loss of green areas. As a result of increased 

urbanization and loss of nature in urban settings, people living in dense cities have a higher risk of 

respiratory and cardiovascular sickness compared to less urbanized areas (WHO, 2016). As both 

urban population and buildings will increase, it is imperative to find ways to reduce resource 

consumption and environmental impacts. 

 

Net zero energy practice has become a global trend in the past few years. The building industry 

around the world aims to adopt more stringent building regulations and voluntary actions for energy 

conservation. For example, US Department of Energy targets to attain marketable net zero energy 

residential buildings by 2020 and net zero energy commercial buildings by 2025 (DOE, 2016). EU 

aims a “zero energy goal” for all new buildings by 2020 while UK is committed to cut carbon 

emissions by 80% by 2050 (Recast, 2010). To that end, there requires an integrative design approach 



65 

 

where building energy required for operation and maintenance of a building is equal or less than the 

renewable energy supplied through on- site renewable energy resources. Building energy could be 

reduced by good building envelope design and the integration of energy efficient building service 

system. Renewable energy systems in situ should be tied to buildings and communities to expense 

energy consumption by building service systems. The local weather characteristics such as 

temperature, solar radiation, relative humidity, wind rose, rainfall and so on should be incorporated 

in designing building enclosures, the selection of HVAC systems, and on-site energy production 

system. 

 

Recently, microalgae architecture have also drawn the attention of the building industry in the field of 

net zero architecture practice due to their potential role in building energy conservation and on-site 

renewable energy production (Figure 1). The microalgae architecture as symbiosis between 

microalgae and the built environment use CO2 from buildings and inhabitants to produce O2 and 

biomass. In return, photosynthetic microalgae benefit the building and occupants by providing good 

air quality and energy efficiency. The dynamic shading efficacy of microalgae, depending on the 

seasons, keep out summer solar gain while maximizing winter solar penetration. The biomass of 

microalgae adds insulative attributes of building enclosure. The integration of a viewing system 

within microalgae building enclosures offers good daylighting potentials for occupants. All 

environmental performance from microalgae architecture aims to reduce building energy 

consumption of heating, cooling, ventilation, and artificial lighting while biofuel production on site 

can offset such energy use. 
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Figure 1 Lifecycle performance of microalgae architecture toward net zero energy city; Energy 

conservation, on-site renewable energy production, and CO2 fixation as well as O2 generation from 

microalgae architecture 

 

2. Why Microalgae Architecture? 

Microalgae, or planktonic algae, are aquatic, single-celled microorganisms that contain chlorophyll 

A. These photosynthetic microorganisms use light energy to convert water and CO2 into biomass. 

Different algae species contain various colors such as green, cyan, brown, orange, blue, and so on. 

Energy producing microalgae are typically green (Elrayies, 2018). A considerable amount of 

research on microalgae biofuel has been conducted and emerging technologies have led to the 

development of biofuel production using microalgae. Microalgae could contribute to a sustainable 

and economical alternative to fossil fuel due to their high growth rate, reduced land requirement and 

high production rate for biomass and fuel. Corn, for example, requires an area twice the size of the 

United States to harvest 210B gallons of biofuel gallons while algae only requires an area the size of 

North Carolina (around 50,000 sq. miles) to grow an equivalent amount of biofuel (DOE, 2012; 

Niblick & Landis, 2016). 

 

In addition to biofuel production, microalgae are known to offer ecological sustainability by 

improving water quality, air quality, and soil quality while encouraging biodiversity and minimizing 

greenhouse gas emissions. For example, microalgae serve as a cost-effective and sustainable means 

for domestic wastewater treatment and water sanitation due to their ability to provide oxygenation by 

photosynthesis (Spolaore, et al., 2006). Likewise, microalgae’s photosynthesis and fast growth rate 

could effectively offset anthropogenic CO2 emissions. Scientific data indicate that microalgae 

produce 60% of the oxygen on Earth while using up CO2 (Elrayies, 2018). Another potential use of 

microalgae is the bioremediation of soil pollution. Research suggests that microalgae can fixate 

pesticides, heavy metals, and toxic pollutants in soil. Moreover, they serve socioeconomic 

sustainability by offering social well-being (e.g. employment, food security), energy security, and 

resource conservation (Elrayies, 2018). 

 

Microalgae architecture has potential to harvest on-site biofuel and therefore, reduce our dependence 

on non-renewable resources to operate buildings and cities. Currently the microalgae biofuel 

industry is growing remarkably with investments from government and private companies. 

Microalgae as photocatalyst can help remediating contaminated soil, waste water, and polluted air in 
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the built environment. Furthermore, microalgae buildings could serve as a primary sink for 

anthropogenic pollutants, providing a great potential to promote physical and psychological well-

being. We have developed a series of prototyping for microalgae building enclosure application, and 

in the process of evaluating biological performance such as O2 reduction and biofuel production 

potential. 

 

3. Toward Net Zero Energy City 

The concept of net zero energy city can be defined as the reduction of site energy and the generation 

of renewable energy in situ to offset the primary energy consumption. In other words, net zero 

energy city balances its energy consumption with renewable energy production in situ such as a 

photovoltaic system and wind turbine system. The primary energy consumption in cities consist of 

the building, transportation, and industry sectors where higher energy demand of cities is 

concentrated in buildings. The integration of renewable energy systems in buildings and 

communities is therefore a way to achieve self-sufficiency of cities, fueling the primary energy need 

and lowering CO2 emissions. Energy efficiency and self- sufficiency of buildings are key design 

strategies toward net zero cities. Microalgae system in various architectural applications could help 

both energy efficiency and energy self-sufficiency. Benefits of microalgae architecture include 

reduced building energy consumption, renewable energy production, reduced environmental 

impacts, biodiversity, as well as occupants’ physical and psychological well-being. Energy 

efficiency of microalgae architecture is achieved through good R-value, dynamic solar heat gain 

coefficient (SHGC), daylight transmission, and O2 generation. Self-efficiency of microalgae 

architecture could be determined by biomass and biofuel production rate. 

 

A key to achieving a net zero energy city is to improve the energy efficiency of old urban buildings 

by retrofitting obsolete building enclosures with high performance microalgae integrated building 

enclosures. In comparison to new construction, building enclosure retrofitting is a cost effective 

option that provides economic benefits and ecological sustainability, while at the same time 

improving occupants’ well-being and contemporary images of a building to the city context. 

The microalgae building enclosure as an alternative to old buildings is expected to more energy-

efficient buildings due to improved U-factors, good shading efficacy, and daylighting performance. 

While costs in the short term may appear to favor traditional window façade systems, the long-term 

implications for microalgae building enclosures include reduced natural resource usage and building 

operational costs with good air quality for the built environment. 
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The new development of microalgae building enclosures builds on earlier results with the aim of 

further developing the microalgae building enclosure into a prefabricated curtainwall unit with cost-

effective constructability and long-term durability for tall building application in a dense urban site. 

The presence of microalgae in constructed environments may be perceived negatively, and it is 

important to improve specific user perceptions with an emphasis on interactive features that can 

reduce negative perceptions, enhance creativity and cognitive performance, and improve an 

occupant’s well-being. The microalgae curtainwall system aims the compliance of building codes and 

national industry standards for scalable industrialization in the building industry. 

 

4. Conclusions 

The building sector requires environmental stewardship in relation to energy conservation and climate 

change. Microalgae architecture could be part of net zero energy practice and has pushed the 

boundaries for new development and architectural application. One such development would retrofit 

the low energy efficient building stocks with microalgae building enclosures where energy 

conservation and user comfort can be achieved due to its energy efficiency, on-site biofuel production 

potentials as well as CO2 fixation and O2 generation. This paper identifies some prospects of 

microalgae architecture in achieving net zero energy city vision. 
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Abstract 

Social Internet of Things (SIoTs) can be used to understand the social relationships between 

connected devices and people to explore patterns in their actions and behaviors. SIoTs can be 

considered as “a universal framework to combine users, devices and services and the interactions 

among them” and may lead to the creation of novel services and applications due to the interactivity, 

recommendation and filtering, and services composition capabilities (Ortiz et al., 2014). There are 

many types and characteristics of the social relationships, such as co-location object and ownership 

object relationships, that have been statistically analyzed to understand the probability distributions 

of the distance between nodes (Nitti et al., 2015). 

 

Social media can be a way to diffuse information, especially during natural or industrial disasters 

(Segault et al., 2017). Smart devices that incorporate social media can help understand the sentiment 

of the textual content within the social networks as “objects may have a social consciousness and 

may exhibit social behaviors allowing them to build their own social network of objects” (Gil et al., 

2016). An experiment was used to automatically analyze Twitter tweets to sense home care 

functions, such as when someone finished a meal or entered or left the room (Kranz et al., 2010). 

Furthermore, a new framework for dynamic SIoT services discovery was developed to understand 

users’ situational needs, preferences, and other social aspects based on a cognitive reasoning 

approach. However, there are limited studies investigating the social media capabilities of SIoTs and 

how they can be used to understand the social relationships. 

 

This research will provide an exploratory analysis for pattern recognition in social media in the 

context of SIoTs. The use of smart device and social media data from Twitter will be conducted to 

answer the following the research question: What are the individuals’ sentiment patterns exhibited 

in the networks of social internet of things? The potential contribution of this study is to discover 

users’ actions, behaviors and their patterns in SIoTs. Practically, this study may help improve 

applications in home care, medical settings, and disaster recovery using location and context aware 

capabilities. 

 

Keywords: social internet of things, smart devices, sentiment analysis, network analysis 
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Abstract 

 

This research addresses the need to develop a skill set in analytics in higher education 

through the development of an interesting analytics project. Predictive analytics involves the study 

of historical data to identify potential trends that may be used to support decision making efforts. 

There is much interest in the topic of sport analytics and quantitative methods in both academics 

and industry. Sports analytics has been adopted and integrated into decision-making processes of 

both college and professional sport teams since it was first introduced about 15 years ago. In 

addition, research supports the use of hands-on activities as a successful technique to motivate 

learners. Hands-on activities which address personal interests and develop a competitive spirit have 

been shown to increase student engagement. This study develops an exercise for students to apply 

analytics techniques, competing against one another, to the predict outcomes in the NCAA 

Basketball Championship Tournament. Students determine and collect appropriate data then work 

with technology to develop the model. To emphasize the appropriate learning objectives, the 

exercise will also include discussion about personal and societal impact of sports wagering. 
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“Digital technologies can now become just as important to society and the economy as the steam engine 

once.”  

Brynjolfsson and McAfee (2014, p. 19).  

 

Abstract 

 

The rapid advancement of digital technologies has fundamentally changed the competitive 

dynamics of industries, including the logistics service industry. To cope with an increasingly 

unstable environment and fully leverage the opportunities opened by new technologies, logistics 

companies need to transform their businesses. However, many of them still struggle to drive their 

digital transformation (DT) forward. This study aims to help logistics service providers (LSPs) 

understand the underlying factors that hinder or even stop DT, and identify success factors and 

leading practices for accomplishing digital transformation in the logistics service industry. The 

analysis is based on a two-stage effort to offer deeper insight into LSPs’ understanding of what 

shapes success. Stage 1 is devoted to a literature review. Stage 2 analyzes multiple case studies 

utilizing semi-structured interviews with experts from five global LSPs and data from additional 

sources. The findings allowed to formulate the definition of DT in the logistics service industry, 

and revealed important barriers, as well as success factors and leading practices observed in the 

case companies to overcome these barriers. The results contribute to the emerging field of the DT 

of logistics and supply chain management literature and provide insight for practitioners how to 

implement DT more effectively.  

Keywords: technology, digitalization, digital innovation, success, logistics service provider (LSP)
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Abstract 

 

The procurement of energy for global companies continues to become more challenging with 

improved sustainable energy opportunities, increasing greenhouse gas compliance reporting, 

electricity market regulatory changes, and customer pressure for companies to be sustainable. With 

so many dimensions to the challenge, it is difficult to simultaneously weigh the options and make a 

fully informed decision. This situation calls for applying multiple tools from the decision analyst’s 

toolkit to create a framework that will both clearly inform the decision maker, while providing an 

opportunity to incorporate the non-monetary values such as improved brand recognition or corporate 

sustainability. We evaluate such a framework in this paper by leveraging strategy tables and multi-

attribute utility theory on an energy purchasing case study and build the model in the Analytica 

decision modelling software. The result is a holistic framework that can be replicated in many similar 

energy purchasing situations for decision-makers trying to balance the many complex dimensions. 

 

1. Introduction 

Energy procurement for global companies continues to become more challenging because of new 

corporate sustainability initiatives, increasing greenhouse gas compliance reporting, decreasing 

renewable energy costs, and continual electricity market regulatory changes, all compounded by 

companies trying to control costs as international competition grows (Google, 2011). Company 

executives, sustainability leaders, procurement professionals, and energy managers are faced with 

numerous objective decision-making situations requiring significant effort to make an optimal 

decision (Esty & Winston, 2009). Many companies find they don’t have adequate decision-making 

frameworks in place for proper tactical decision-making at the facility or regional level, let alone 

ensuring company strategic initiatives and objectives are met more broadly. Ample literature exists in 

academia and industry that spells out challenges of integrating renewable energy and sustainability 

initiatives on a regional or country level. There is very little research covering the challenges from the 

perspective of a multi-national company looking to optimize energy purchasing strategies through a 

combination of achieving energy cost savings, managing volatile energy market risks, and meeting 

greenhouse gas reporting compliance requirements. Companies must balance these needs while 

aiming to optimally run their organization and improve their brand recognition. In this report, we will 

be applying multi-attribute utility theory decision-making along with strategy development 

methodologies to build a decision model that helps corporate decision- makers pick the optimal 

strategy based on anticipated energy usage combined with their applied utility function for energy 

cost, sustainability requirements, and brand prestige. We will incorporate best practices from similar 

mailto:donald.jenkins@umb.edu
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efforts in decision analysis and energy related journals to introduce a decision support framework, 

enabling holistic sustainable energy procurement management for global companies. 

 

1. Background 

A search for published research on multi-criteria decision-making (MCDM) in sustainable energy 

results in hundreds of articles, with several holistic reviews of articles published on MCDM in the 

energy decision space. The first holistic paper evaluated (Wang, Jing, Zhang, & Zhao, 2009) conducts 

a thorough review of more than 100 studies involving multi-criteria decision analysis aids in 

sustainable energy decision-making. This paper conducts a breakdown of criteria for what constitutes 

sustainable energy, methods for criteria selection, weighting methods, multiple MCDM analysis 

methods, and aggregation methods. Another holistic review paper (Kumar et al., 2017), also conducts a 

thorough review of MCDM application in sustainable renewable energy development. The authors 

evaluate sustainable and renewable energy for electrification of rural areas along five dimensions of 

sustainability indicators: Economic, Technical, Environment, Social/Ethical, and 

Organizational/Institutional. The authors also conduct a complete breakdown of the differing types of 

MCDM methods applied from eight possible MCDM methodologies, including the one we will apply 

in our framework – multi-attribute utility theory. Venturing a bit more afield in sustainability, the third 

comprehensive review paper (Ibáñez-Forés, Bovea, & Pérez-Belis, 2014) evaluates literature 

applicable to assessing and selecting optimal technology alternatives from a sustainability perspective. 

The authors similarly walk through the literature, bucketing selection criteria along five dimensions: 

Economic, Technical, Environmental, Social, and Political. These three review articles evaluated more 

than 300 papers, conducting thorough reviews of the application of decision-making methods for 

choosing sustainable material or energy from multiple criteria.  

 

There is a gap in the research highlighted by the growing need for companies to also capture value 

from their demonstrated commitment to sustainability. In (Galbreth & Ghosh, 2013), the authors 

highlight the increasing importance of consumer awareness on sustainability and that consumers are 

deciding among competitors based on a company’s focus on sustainability. In a recent study conducted 

from a company perspective, (Mydock III, et. al., 2018) evaluate how branding products as “made with 

renewable energy” will positively affect Australian consumers impression of a company. There is a 

dearth of articles that focus on developing decision support systems which allow companies to manage 

energy purchasing strategies which balance the competing priorities of short- and long-term energy 

costs with sustainability reporting requirements, while also enhancing brand prestige as a 

sustainability-focused company. Some papers do approach the challenge from a strategic perspective 

of defining corporate energy policy and strategy to achieve carbon emissions reduction targets 

(Finnerty, Sterling, Contreras, Coakley, & Keane, 2018), while others get to a more tactical decision 

support framework to support prioritizing energy efficiency projects in an industrial organization 

(Sterling, Coakley, Contreras, Keane, & Finnerty, 2017), but none tie all of the strategic needs 

together. 

 

Sustainable energy choices are being made by global companies every day. In conducting this analysis, 

we had access to an Energy Solutions company that helps guide customers through the complicated 

process of developing and executing on sustainable energy purchasing strategies. We spoke with the 

facilitator of a recent strategic energy purchasing workshop held for a global company operating in 

Mexico. From that interview, we used the workshop information as a case study to better understand 

what the customer’s priorities were and how the Energy Advisory team could help guide the customer 

to the “best” decision based on customer provided criteria. We then took that framework to evaluate 

creating a more structured and formal method to concisely capture, analyze, and present the possible 
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strategic options and outcomes. In the following, we will walk through the specifics for this particular  

case study, but the framework we create is generalizable to many situations where companies are 

making similar decisions.  

 

2. Methods 

In this research, we used the Lumina Decision Systems Analytica 5.0 decision support modeling tool 

to build, explore, and share the quantitative decision model presented in this research (Analytica, 

2018). After evaluating the case study mentioned above, we synthesized the key elements discussed in 

the workshop and broke them down for creating a generalizable framework. We applied several 

decision support methodologies to the problem of balancing short/long term energy costs with the need 

to meet green reporting requirements and the strategic value of being able to leverage the purchase of 

more sustainable energy for building a better brand image. We will next discuss the multi-criteria 

decision-making tools included in this analysis, including the following: Strategy Table, Multi-

attribute Utility Theory, and Sensitivity Analysis. 

 

3.1. - Strategy Table Model Development 

Many decisions come into play when weighing the type of energy to purchase. Based on the previously 

mentioned case study, we assigned five possible decisions that the decision-maker will need to make as 

they plan for their energy and sustainability needs. These decision points are shown in Table 1.  

Table 1 represents an important subset of the decision points for this customer but is not a complete set 

of possible decisions that any firm may need to make. In Table 1 there are 23 * 42 = 128 possible 

combinations of decisions in just this relatively small table of choices. Not all of those options are 

feasible (e.g. “No Renewable Energy” should not be paired with “Own Green”), but there is still a non-

trivial amount of complexity to the choices facing the decision-makers. To that end, the first tool used 

in mapping out the decision process was to apply a Strategy Table (McNamee & Celona, 2007) to 

enable reducing the decision set to feasible combinations of the decision points. In evaluating the case 

study, we synthesized five possible strategies that are different enough to ensure the alternatives are 

distinct. These five strategies are broken down as:  

1. Install, use, and maintain own green generation supply  

2. Purchase cheapest retail energy (assumed it is not green) 

3. Purchase green energy from supplier on a short-term basis, without a CAPEX investment 

4. Purchase green energy from supplier on a long-term basis, without CAPEX investment 

5. Offset non-green retail energy purchases with Renewable Energy Credits 

 

 
Table 1 - Decision Options and Associated Options 

Combining these strategic options with the decision choices in Table 1, and applying the appropriate 

option for each decision, we end up with the strategy table shown in Table 2. 

 

Build or Buy On or Off Site Renewable Energy Strategy Purchase Strategy Equipment Type

Build Energy Supply On-Site Buy Green Energy Retail Green Existing

Buy Energy Supply Off-Site Buy Renewable Energy Credits Own Green New

No Renewable Energy Power Purchase Agreement

Use Own Energy Retail Any
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Table 2 - Strategy Table with Strategy Alternatives and Associated Decision Points 

3.2. - Multi-attribute Utility Model Development 

As seen in the literature review, there are many different methodologies to approach a multi-criteria 

decision analysis. For the purposes of our modelling, we choose the multi-attribute utility theory 

(MAUT) approach (Keeney & Raiffa, 1993) because of its relative simplicity. Its simplicity is 

important for explaining the inputs and results to decision-makers who may not have the background, 

time, or patience to understand the more mathematically complex approaches. In this model, we 

highlight three key attributes that come into play during the decision to select a strategy: Energy Cost, 

Green Value, and (Brand) Prestige Value.  

 

3.2.a – Energy Cost 

We use an Energy Cost calculation that is relatively straightforward based on expected energy usage, 

price rates for various parameters of usage, and time covered. We use this simplified method as a 

starting point, but acknowledge that electricity charges are often as unique as the utility tariff, country, 

utility, etc., as the customer will be using, so this model could get overly complicated quickly if we 

tried to replicate all possible charges (Capehart, Turner, & Kennedy, 2006). Table 3 shows at a high 

level the cost factors that were used in this model broken down into two columns, those factors that 

were used across all strategies, versus factors unique to each strategy. 

 

For all types of electricity, the data is ultimately summed up to evaluate the total cost over a twenty-

year period. By looking over twenty years, we are able to estimate expected annual rate increases (e.g. 

Retail Elevator, PPA Elevator, Inflation Rate) for each scenario. Including these rates helps show the 

value of long-term contracts or potential risk of not locking-in rates in potentially volatile markets. 

Finally, for some types of electricity, in the model there are unique costs evaluated by applying a 

probability distribution to reflect each strategy’s specific costs (e.g. CAPEX and OPEX for Install Own 

Green Gen). 

 

3.2.b – Green Value 

While most traditional business decisions are made with regard to cost, due to the introduction of 

sustainability regulations, greenhouse gas reporting, and science-based goals, there is now more focus 

on being green within companies (Esty & Winston, 2009). This value can be captured through 

economic means (e.g. selling renewable energy credits), utility value (e.g. greenhouse gas reporting 

requirements), or other numeric means (e.g. science-based targets for actual greenhouse gas 

reductions). For purposes of simplicity for this project, we treat Green Value as a utility value on a 

scale of 0 to 5. Although 0 to 1 is typically used in Decision Analysis, the scale of 0 to 5 was found to 

be more intuitive to the Energy Advisors and decision makers in this case study. 

 

Strategy Alternatives
Build or 

Buy

On or Off 

Site

Renewable Energy 

Strategy

Purchase 

Strategy

Equipment 

Type

Install own Green Gen Build On-Site Use Own Energy Own Green New

Cheapest Retail Energy Cost Buy Off-Site No Renewable Energy Retail Any Existing

No CAPEX w/ Green short-term Buy Off-Site Buy Green Energy Retail Green Existing

No CAPEX w/ Green long-term Buy Off-Site Buy Green Energy PPA Existing

Offset with RECs Buy Off-Site Buy RECs Retail Any Existing
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Table 3 - Cost Factors Applied to Strategy to Determine 20-year Energy Cost 

3.2.c – Prestige Value 

Every company is always trying to get ahead of their competition (Porter, 1998). Energy purchasing 

has not been on the forefront of improving the corporate brand as energy was simply a commodity the 

procurement team worked to get as cheaply as possible. With the advent of increasing green energy 

opportunities, significant news coverage on climate change, and the changing regulatory environment, 

there are now significant opportunities for companies to leverage their energy purchasing strategy for 

improving the prestige of their brand (Winston, Favaloro, & Healy, 2017). For the purposes of this 

research, we treat Prestige Value as a utility value on a scale of 0 to 5, using similar reasoning for the 

Green Value index. 

 

3. Model Design 

For this analysis we used the software Analytica Optimizer 5.0 (Lumina, 2018) to map out the 

complexity, breaking the analysis down into five main modules. 

 

As seen in Error! Reference source not found., at the highest level of the model we had one module 

each for the Strategy Table, the three attributes (Energy Cost, Green Value, and Prestige Value), and 

the MAUT Scores. The analytical output of the model is also available at this level of the model, 

including Outputs and Sensitivity Analysis (Tornado Charts) for Energy Costs and the Multi-attribute 

Utility Scores. There is one additional MAUT Score Importance node for an alternative sensitivity 

analysis using the variable importance functionality of Analytica. The Green Value, Prestige Value, 

and Energy Cost modules house all the inputs, variables, indices, and calculations necessary to provide 

outputs for each strategy alternative to act as the necessary inputs into the MAUT Score calculations. 

 

Figure 2 shows the structure for the Strategy Table representation for Table 2. The Strategy Index 

node represents the strategy alternatives and the Decision Index node represents the decisions from the 

Table 2 columns. The table is replicated in an array in the Strategy Table node, and the strategic 

decisions flowing throughout the model are based on the green Strategy Selection decision node. The 

five variable nodes representing the five decisions create individual arrays that are used for further 

calculation triggering throughout the rest of the model. 

 

Strategy Alternatives
Cost Factors Used in Cost Calculations for 

Individual Strategies
Cost Factors Applied to all Strategies

Install own Green Gen
CAPEX and OPEX for installing and 

maintaining Green Energy Generaton

Cheapest Retail Energy 

Cost

Retail Elevator and Possible Fines for failing 

to meet green regulations

No CAPEX w/ Green 

short-term
Retail Elevator

No CAPEX w/ Green 

long-term

PPA Elevator for contracted annual rate 

increases

Offset with Renewable 

Energy Credits
Cost of Renewable Energy Credits

Energy usage by type (base, intermediate, peak)

Peak demand for prior period

Price rates (base, intermediate, peak, demand)

Value added tax (VAT)

Inflation rate

Adder charges rate



79 

 

 
Figure 1 - Analytica Top Level of Decision Model 

 
Figure 2 - Analytica Model Strategy Table Diagram 

Figure 3 shows the model development within the Energy Cost module, the most complex of the three 

attributes represented in this model. All strategies for Electricity Rates and Electricity Costs are 

represented therein. Because different strategic alternatives have different costs, we also capture those 

unique costs in some of the other modules below. If a decision results in building and maintaining 

Green Gen equipment, those costs are modelled in the Cost to Build/Own module. If a strategy 

requires Renewable Energy Credits, then those costs are modelled in the Cost for RECs module. If the 

energy is from a non-green source and there is possible regulatory and penalty risk, those costs are 

modelled in the Cost for Fines module. All of the information from the different modules is brought 

back together in the Combined Costs by applying applicable costs to each of the strategic alternatives 

Energy Cost, which provides the final result in the Energy Cost Measure node. 

 

Figure 4 shows the inner calculations for the Prestige Value and Green Value modules. For the 

purposes of this analysis, we used a simple combination of utility values (Utility Raw variables) for 

both the additive (Good) and detrimental (Bad) strategies and shaped them with probabilistic 
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distributions (Util Uncertainty variables). These values were combined into the attribute values to be 

passed on to the MAUT calculations as Prestige Measure and Green Measure. We believe keeping 

these modules simple for this analysis is appropriate given the very complicated nature of these 

attributes for potential companies who would all be evaluating these utility values differently based on 

their own individual corporate needs. 

 

 
Figure 3 - Energy Cost Module Diagram 

 

 
Figure 4 - Prestige and Green Value Model Diagrams 

 

Figure 5 represents the multi-attribute utility scoring methodology. On the left are the raw score 

outputs from the Energy Cost, Green Value, and Prestige Value modules. Those raw scores are 

combined into a single table of values (Measures node) that are normalized to a 0 to 1 scale 

(Normalized Measures node). The next step converts the normalized measures into an exponential 

utility function (Exponential Utilities node) to account for risk tolerances of the decision-maker (Risk 

Exponents node). The scores are then weighted (Weighted Utilities node) based on their relative 

importance by multiplying each attribute’s score by a weight (Weight Determination module) that is 

determined by the decision-maker or energy advisor. The final step is to sum up the attribute scores for 

all three attributes for each strategic alternative to give a resulting MAUT Score. There are a few other 

nodes as the MAUT module also houses the nodes used to calculate the Weights and MAUT 
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Sensitivity Analysis outputs. 

 

 

 
Figure 5 - Analytica Model Multi-attribute Utility Score Diagram 

4. Data Summary 

Next, we provide a discussion of the key data feeding the model and analysis, focusing on the three 

main attributes previously discussed. Understanding the data is an important element of understanding 

the decision model. This discussion will focus on explaining the data used in the case study, but the 

model framework is generalizable to numerous similar situations with different data formats and 

inputs. 

For the Cost of Energy, we use a combination of actual values from the case study and estimates where 

necessary. The actual data used is historical energy usage and demand from the preceding 12 months, 

associated types of charges for that usage and demand, and Value Added Tax (VAT). This actual usage 

data feeds all the calculations for the different types of electricity, with the assumption that the 

customer’s usage will be consistent regardless of electricity type procured. Using the retail cost rates, 

we built rate estimates for the other types of electricity. The Adder Rate is estimated by determining 

the percentage of historical bill expenses that were due to non-core charges, and then used that 

percentage as the baseline for the Adder Rate. The remaining inputs are all estimated based on energy 

advisor input, including PPA Elevator, Retail Elevator, Inflation Rate, CAPEX, OPEX, cost of 

Renewable Energy Credits, and possible Fines for not mitigating greenhouse gases. 

The data used for both the Green Value and the Prestige Value are estimated utility values based on 

input from case study, with the caveat that the utility values will likely change based on the customer, 

the decision-maker’s risk tolerance, and an individual company’s strategy for energy procurement. We 

use a static number from 0 to 5 for the utility for each of the strategies, with 0 being least utility to 5 

being highest utility. We make the utility values probabilistic by applying distributions that are skewed 

towards higher values if the strategy adds to the sustainability, or skews towards a lower value if the 

strategy does not. To achieve what we believe to be representative skews we use a Beta distribution for 

the Green Value and a Log-Normal distribution for the Prestige Value. Again, these distributions are 

representative of possible decision-makers inputs and could just as easily be represented with other 

distributions based on the scenario. 
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Finally, for the multi-attribute utility calculations we introduce additional shaping variables to properly 

calculate the final MAUT score. To start, we use upper and lower bounds to enable normalizing each 

attribute’s measure to a value from 0 to 1. We use weights that allow each attribute to contribute to the 

overall score based on the value the decision-maker will provide to the advisory team. The weights 

must sum to 1 in order to keep the overall utility score bounded between 0 and 1. Finally, we provide a 

mechanism to apply the risk tolerance to each attribute through designated exponents that shape the 

utility value (McNamee & Celona, 2007). Table 4 shows the representative shaping values for each of 

the attributes, and Figure 6 shows the risk tolerance shaped curves for each attribute. 

 

 
Table 4 - Multi-attribute Utility Shaping Values 

 
Figure 6 - Exponential Utility Functions for the Three Attributes 

5. Results and Interpretation 

In this section, we will present and interpret the results of the Analytica model run. Of interest, is that 

we introduced a number of probabilistic variables in the model, which allows for a Median Latin 

Hypercube Sampling (McKay, Beckman, & Conover, 1979) method to run many sample simulations. 

In this case we used 1,000 simulations as a reasonable bound. The simulation functionality of 

Analytica provides a range of results that help model and analyze uncertainties such that we can 

evaluate more than just a static expected value result (Analytica, 2018).  

We first present the results of the 20-year total cost determination with expected cost and statistics by 

strategy in Table 5, followed by the Cumulative Distribution of those total costs in Figure 7. The 

results show that the strategy most likely to give us the lowest cost option over 20 years, at an expected 

cost of $2.21B, is the “No CAPEX w/ Green long-term” strategy. This option entails working with a 

supplier to contract rates for a long-term Power Purchase Agreement with known contracted annual 

increases. This option also appears to be the least volatile as its standard deviation is less than half the 

next nearest strategy of “Install Own Green Gen” and is 5x smaller than that of the largest standard 

deviation for the “Cheapest Retail Energy Cost” strategy. The most expensive option is “Offset with 

Renewable Energy Credits, at an expected cost of $2.69B over 20 years, which is nearly $500M more 

than the PPA option. 

Attributes
Normalizing 

Lower Bound

Normalizing 

Upper Bound

Exponent 

(Risk Tolerance)
Weights

Energy Cost $2.0B $3.0B 1 0.7

Green Value 0 5 0.5 0.2

Prestige Value 0 5 -0.5 0.1
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The next summary information provided below is the output of the multi-attribute utility score 

calculations, which takes the utility value of the cost information above and combines it with the utility 

values for Green Value and Prestige Value. Table 6 provides the expected utility value and summary 

statistics by strategy alternative. Once again, the best strategy score for utility is the “No CAPEX w/ 

Green long-term” strategy, with a utility value of 0.83. This strategy also has a small standard 

deviation of 0.01, meaning it stays within a fairly tight band of outcomes. The utility score for the 

“Install Own Green Gen” strategy closes some ground on the leader due to higher Green Value and 

Prestige Value utility values, coming in at an expected utility of 0.80. More interestingly, the max 

value of “Install Own Green Gen” actually is larger than that of the leader. That overlap is seen clearly 

in Figure 8, with the red line surpassing the yellow near the top of the probability curves. Also, note 

that “Cheapest Retail Energy Cost” has lost ground on all other strategy alternatives as its expected 

utility value of 0.36 is the smallest, even though its expected value for cost was in the middle of the 

pack. This is attributable to this option having limited utility for both Green Value and Prestige Value.  

 

 
Table 5 – Statistics for Total Energy Cost over 20 years by Strategy Selection 

 

 
Figure 7 - Cumulative Distribution of Total Costs by Strategy 

 

 
Table 6 - Statistics for Multi-attribute Utility Scores by Strategy Selection 

Strategy Alternatives Mean ($B) Min ($B) Median ($B) Max ($B) Std. Dev ($M)

Install own Green Gen $2.38 $2.21 $2.38 $2.56 $52.98

Cheapest Retail Energy Cost $2.60 $2.29 $2.59 $3.53 $133.47

No CAPEX w/ Green short-term $2.60 $2.30 $2.60 $2.94 $94.79

No CAPEX w/ Green long-term $2.21 $2.13 $2.21 $2.29 $25.12

Offset with Renewable Energy Credits $2.69 $2.40 $2.68 $2.99 $93.26

Strategy Alternatives Mean Min Median Max Std. Dev

Install own Green Gen 0.80 0.68 0.80 0.90 0.03

Cheapest Retail Energy Cost 0.36 0.00 0.38 0.58 0.11

No CAPEX w/ Green short-term 0.50 0.21 0.51 0.70 0.07

No CAPEX w/ Green long-term 0.83 0.78 0.83 0.86 0.01

Offset with Renewable Energy Credits 0.44 0.15 0.44 0.64 0.08



84 

 

 

 
Figure 8 - Cumulative Distribution of Multi-attribute Utility Scores by Strategy 

 

6. Discussion 

The results of the model output provide us with the best choice to pursue a sustainable energy strategy 

based on more than just the cost, by incorporating multiple utility values for non-cost attributes. There 

appears to be one winning strategy of “No CAPEX w/ Green long-term”, with a close runner up in the 

“Install Own Green Gen” strategy being well within range of sensitivity analysis. The remaining 

strategies were sufficiently far away on both the Energy Costs and MAUT Scores that we would not 

recommend pursuing them under these particular conditions.  

There are limitations to our model that require more development before taking this model to the level 

of making real business recommendations to company decision-makers. Many of the energy cost input 

variables are based on estimates or simplified distributions to provide uncertainty bands around the 

estimates. We would need to apply it to an actual situation in an energy market with a history of energy 

prices, forecasted future prices, rate structures, known rates, and a band of expected values for other 

variables that are tied to the location and customer needs. These values are all key contributors to the 

determination of energy cost and need to be more closely aligned with an actual customer situation. 

For the Carbon Value and Prestige Value utility value development, we simplified the scoring to a 

scale from 0 to 5 and assigned values to those based on our assessment of the case study. In reality, 

every decision-maker will have their own utility functions that would need to be elicited and codified 

through the techniques available to decision analysts. Additionally, the shaping variables for the 

MAUT calculation are all values assumed from experience, when in reality each decision-maker will 

have their own risk tolerances, weights, and expected bounds for the measures being normalized. 

These limitations do not take away from the framework applied but should be used to set expectations 

around the need to delve deeper on the input parameters and improve precision on developing the 

values that feed into this model. Another addition to be made to the model is to output a digestible 

summary of the sensitivity analysis to help decision makers see how sensitive the output is to changes 

to various inputs. Finally, one major area of improvement in a future version would be to capture the 

time value of money. For the purposes of developing this version of the model and not overly 

complicating it, we do not use traditional methods of applying Net Present Value or Return on 

Investment for costs like CAPEX for new gens or OPEX to maintain the equipment. The model can be 

improved to include these methods in future versions. 
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The application of Analytica to this decision support model proved to be very effective. The Analytica 

user interface presented some challenges at times, but there is ample supporting documentation and 

video examples to support the analyst who is willing to invest the time. The complexity of this model 

could be replicated in a spreadsheet but would take numerous tabs that are not intuitively easy to 

walkthrough with energy experts or decision-makers. Analytica’s object-oriented approach, indexing 

of arrays, and visual / tabular outputs makes it simple to walk through the model and explain how it 

works to non-technical individuals. 

 

7. Conclusion 

The aim of this project was decision model development to apply to the challenge of making 

sustainable energy strategy decisions that help navigate complex decisions entailing multiple attributes 

and decision objectives. Much literature exists showing the application of multi-criteria decision-

making in the sustainable energy space. There is limited applied research tying out the challenge for 

global companies to effectively manage costs while evaluating the utility of meeting sustainability 

requirements and capturing added brand prestige. We built a functioning model in Analytica that 

incorporated reducing the numerous decision combinations into a few distinct strategies that will be 

easier to explain to a time-strapped executive decision-maker. Additionally, we used a proven version 

of MCDM, multi-attribute utility theory, to help capture the risk tolerance of the decision-maker as 

well as the weight of the three key attributes of Energy Cost, Green Value, and Prestige Value. 

Combining these two decision analysis methods into a functioning model with useful summary 

visualizations and output, we have created a toolkit that can be used to support company executives in 

evaluating their decisions. This methodology provides a framework that helps evaluation of the utility 

value of decisions in a more cohesive and comparable manner. Having laid out this model for this 

project, we believe that this framework is easy to improve upon and expand to include in use in the 

field of sustainable energy procurement strategic decision-making. 
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Climate Change: Politics and Policies 
 

Douglas Nelson, Douglas C. Nelson, P.C. 

 
 

Abstract 

 
On the crowded stage of environmental challenges, many of them are gathered under what is 

called “climate change.” No topic draws more interdisciplinary attention than does climate 

change. It is webbed in all branches of science—physical, chemical, astronomical, geological, 

biological, oceanographical, ecological, architectural, mathematical, logical, social, economic, 

political, and others. 

The subject of climate change spans the globe. It spreads across nation-states, from all levels of 

governments to the level of each individual. The topic of climate change reaches many classrooms 

whether or not the subject is the primary focus. The search for facts in climate change can be 

challenging. 

In this study, climate change is explored in a historical context focusing on politics in regards to 

the climate change and policymaking perspective. In addition, the United States’ role in the 

international platform of climate change is studied. 

Several recommendations are made with respect to knowledge-making and knowledge-transfer of 

the climate change in an attempt to highlight the facts about climate change. 
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Sustainable Bio-based Construction from Lab to Market Transition 

 

Ellie Fini, Arizona State University 

Mahour Mellat-Parast, North Carolina A&T State University 

 

Abstract 

To promote sustainable engineering practices in construction, repeated recycling using reclaimed 

asphalt pavement (RAP) has been promoted; repeated recycling has led to the second and third 

generation of reclaimed materials containing severely aged asphalt binders. To facilitate recycling and 

reuse of these resources, there is a need to synthesize sustainable chemicals and modifiers, which can 

truly rejuvenate severely aged asphalt binder. This paper investigates mechanisms of true rejuvenation 

and introduces the ability to deagglomerate asphaltene nano-aggregates as a measure of true 

rejuvenation. Molecular dynamics simulations followed by rheometry and chemical characterization 

is used to evaluate the effect of a Bio-Rejuvenator (BR) made from bio- mass on asphalt binders aged 

for 60 hours and 100 hours in the laboratory as surrogates for highly aged asphalt binders found in the 

2nd and 3rd generation of RAPs, respectively. Introduction of BR is found to be effective to disturb the 

nano-aggregates formed during oxidation due to the increased polarity of oxidized molecules. Some of 

the BR molecules are found to be more effective than others to interact with the oxidized asphaltene 

molecules causing deagglomeration, whereas others play as dispersant agents to promote separation 

of nano-aggregates. Chemical characterization of the aged asphalt binder doped with BR shows that 

the colloidal stability of the systems increases and the large molecule size decreases when the BR is 

introduced to the aged asphalt binder. It is further observed that addition of 10% and 30% Bio-

Rejuvenator to the aged asphalt binder reduces its complex modulus by 34% and 76%, respectively, 

bringing it closer to that of the neat binder. Overall, the study results show that the ability to de-

agglomerate oxidized asphaltenes can be used as a measure of true rejuvenation. Such findings can 
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help manufacturers develop effective rejuvenators to facilitate recycling and promote sustainability 

of construction practices. 
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              Customer Similarities and Helpful Online Reviews 
 

Fatemeh Pouromran, Northeaster University 

Mohsen Ahmadian, University of Massachusetts – Boston 

 

                                                  Abstract 

 
Accompanying with the growth of Internet and e-commerce, online reviews have become an 

important source of information assisting consumers in making purchase decisions. Despite many 

studies in this area, there is no study of the helpfulness of the online reviews based on similarity of 

the consumers. Drawing upon the customer similarity concept, we develop a research model to explain 

how customer similarity affect the review helpfulness, which in turn helps the customers to make 

better purchase decisions. We use data from Amazon.com to test our model empirically. The results 

show that customer similarity moderates the effect of both review- and reviewer-related determinants 

on the review helpfulness in a way that reviews from a customer who is more similar to a new customer 

have been evaluated more helpful by the new customer. We also find that the moderating role of the 

customer similarity is stronger for the experience products. Our findings can help us in better 

understanding of the consumers’ purchase behavior. This research contributes to the marketing 

literature, specifically literature of the online review helpfulness, by studying a new factor that can 

affect customers’ perceived helpfulness of the product reviews, which in turn can influence their 

purchase decision. Findings of this study have managerial implications too. Online intermediaries 

provide the customers with lots of information about available product, which helps the customers to 

reduce their uncertainty and make better purchase decisions. However, customers should spend their 

time on gathering this information, which has its own cost in consumers’ view. Hence, online retailers 

can help the new customers in finding opinions about a product that might be closer to their own 

opinion by indicating the product reviews written by similar customers. Providing customers with the 

more customized information can help them to make their purchase decisions faster and more 

confidently while spending less time. 

Keywords: Consumer Purchase Behavior; Online Review; Review Helpfulness; Customer Similarity 
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A Conceptual Data Model for Managing Relationships between Program 

Objectives to Course Objectives in a BSBA Curriculum 
 

Jerzy Letkowski, Western New England University 

Abstract 
 

The AACSB accreditation standards for business programs rely heavily on outcome 

assessment efforts, expecting that the accredited schools formulate specific learning 

goals and perform direct assessments of the learning outcomes in order to improve their 

curricula. The program learning goals are typically mission driven and they spawn 

appropriate competencies that are to be addressed by offered courses. This paper 

attempts to develop and analyze a data model that would better assist program managers 

(dean, department chair, and faculty) in managing the curriculum. At the high level, the 

model has the following semantics: Mission has Program Goals which are realized by 

specific Competencies. The Competencies are developed by Courses, implementing 

definite Learning Objectives, which are assessed by Assignments, contributing to the 

development of particular Competencies. If the model gets accepted by the educational 

community, its initial implementation will be developed in SQL. The ultimate model 

might be constructed, using formal classes and properties expressed in RDF/OWL. 
 

Keywords: Data model, AACSB, program, goal, competency, assessment, relationship. 
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Dow Jones Sustainability Index: Impact of the Firms’ Financial Performance 

 

Bryan Schmutz, Western New England University 

Minoo Tehrani, Roger Williams University 

 

 
Abstract 

 

 
Dow Jones Sustainability World Index (DJSI World) that started in 1999 highlights the largest 

global companies that are considered the leaders in sustainability practices across sixty different 

industries. The DJSI World publishes the” Largest 10 Additions” and the “Largest 10 

Deletions” annually (RobecoSAM, 2018). This study concentrates on the companies under textiles, 

apparel and luxury goods industry that appear on the additions and deletions lists of DJSI World 

indices for the past five years. The research examines the impact on the financial performance of 

these companies that are placed on the addition versus the deletion lists of the DJSI World. 

 

 

 

RobecoSAM, 2018. https://www.robecosam.com/en/media/press-releases/2018/robecosam- 

publishes-the-sustainability-yearbook-2018.html 
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Decision-making: Water for Sustainability of Urban Areas 

 

Douglas Nelson, Douglas C. Nelson, P.C. 

 

Abstract 

 
Water and sustainability of urban societies are uniquely connected. This presentation 

discuss the meaning of sustainable municipal water supplies globally while looking at the 

experiences in Cape Town, South Africa and those in urban areas of Arizona of the United 

States. 

Water supply sources and demands for metropolitan areas are reviewed as well as the 

tools for seeking a sustainable water future for ever-growing urban areas. Planning efforts and 

structural and non-structural supply and demand projects for urban water sustainability are 

discussed. Suggestions are made to avoid crisis water management. 
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Mapping Indonesian’s Transition Movement towards a Circular Economy 

Juli Nurdiana, University of Twente 

Laura Franco, University of Twente 

Michiel Heldeweg, University of Twente 

 

                                    Abstract 

 

While the Indonesian government has proclaimed their support to embrace a circular economy 

(CE), it appears that implementation is still in the early stage. The transition itself is an on-going 

process that requires systemic changes in a wide array of different functions, types of organizations 

and levels of implementation. However, it has not been discussed in advance by how much and to 

what extent the Indonesian government, businesses, and civil organizations should engage in CE. 

This paper aims to support the deployment of a CE in Indonesia by analyzing the transition 

movement from linearity to circularity. We argue that, in recent years, the CE concepts, policies, 

and initiatives that have emerged do respond to the environmental sustainability efforts. In this 

context, this study provides a systematic mapping tool for policy makers to understand better how 

Indonesia is actually addressing environmental sustainability, while transitioning towards a CE 

and by going through different phases. Our descriptive and exploratory analysis is based on a 

systematic literature analysis and stakeholder interviews to understand the past and recent 

approaches to the CE transition. The study findings address the transition using these three 

perspectives: institutional aspects; stakeholder’s perspective; and, the scale of CE adoption. We 

show that different types of policies and instruments - in particular for waste management - have 

been enforced in this transition process. However, stakeholder engagement has been limited to 

certain specific roles and types of business. We also found that CE approaches and initiatives have 

not been adopted in a wide range of contexts or at scale. 

 

Keywords: circular economy, Indonesia, transition, sustainability, developing country 
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                                           Measures of Wealth and Subjective Well-being  

 

Maria Cornachione Kula, Roger Williams University 

 

Abstract 

 

Many have suggested discontinuing the use of real GDP per capita as a proxy for social progress in 

favor of a subjectively determined well-being or “happiness” measure, based on the claim that 

income is not a satisfactory measure of well-being. Despite extensive research, the relationship 

between income and well-being is unsettled. This question is an important one; if income and well-

being don’t move in tandem, a policy of maximizing economic growth is inappropriate. This paper 

sheds light on the well-being – income controversy and the larger debate about appropriate 

macroeconomic policy by considering the relationship between wealth and subjective well being. As 

a positive result is found for the impact of wealth per capita on subjective well-being, using two 

different measures of wealth and controlling for the impact of the inflation and unemployment rates 

on subjective well-being, the evidence suggests that a public policy aimed at maximizing economic 

growth is correct. 
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New NAFTA, USMCA: Anything Green? 

 

Minoo Tehrani, Roger Williams University 

Dari Tavekelian, Roger Williams University 

 

Abstract 

The foundations of the North American Free Trade Agreement (NAFTA) were based on the 

reduction of tariffs, protection of the intellectual property rights, and establishing the rules of 

origin resulting in free movement of goods and services between the three countries. U.S., 

Canada, and Mexico. 

Twenty-five years later, the issues and problems of NAFTA are clear: Exploitation of labor, 

definition of the rules of origin, and environmental pollution. This research examines the new 

NAFTA, USMCA (U.S., Mexica, Canada) and explores the changes in the new trade agreement. 

Does USMCA address the labor issues and the rules of origin? Does it deal with sustainability 

and protection of human resources and the physical environment? In addition, the study 

discusses the ramifications of the new treaty for the U.S., Mexico, and Canada. 
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Circular Economy at Regional Level: The Province of Friesland as Showcase 

Laura Franco-Garcia1 and Juli Nurdiana 

University of Twente  

 

 

Abstract 

 

The Netherlands is one of the front-runners on the development and implementation of policies 

to transit from a linear to a circular economy (CE). Conceptually, CE is in the core of a plethora 

of publications to better understand its origin, systematic approach and its multilevel application. 

Scholars but also organizations, such as Ellen MacArthur Foundation and Metabolic (among 

others), identified features and developed frameworks to boost circularity at city level. From a 

larger regional perspective, in the Netherlands several provinces are working on their circular 

roadmaps, starting by inventorying those initiatives that already qualify as “circular” and/or 

present the potential to become “circular”. Initiatives which were promoted by specific groups or 

as a result of a coordinated effort among actors through sectorial value chains and/or across 

sectors. Without a doubt, “collaboration” has been crucial and recognized as a successful factor 

to enable this transition. This study focuses on the agri-food and construction materials which 

came across as some of the most dominant material flows in Friesland. Hence, these two sectors 

were used to show case the situation of CE in Friesland, leading us to the following research 

question: What are technically and economically feasible options for circularity in the agri-food 

and construction sectors in Friesland? The Horbach’s CE determinants ((i) Government and 

institutions; (ii) demand side and; (iii) supply side) were used to classify those existing practices 

and to identify CE possibilities. Desk research, interviews and survey were applied as research 

methods in this project. It is important to indicate that for the construction sector, the expectation 

between 2030 and 2050 is to have fully circular constructions. The transition also focuses on 

CO2-reduction generated across any activity to the production and transportation of construction 

materials. Whilst for the agri-food sector, the potential to become more circular is centered on 

those resources that are in the category of biomass, in particular food waste which represents one 

of the biggest challenges of the humanity at global scale. 

 

 

 

 

 
 
 
 
 

 

1 Corresponding author: m.l.francogarcia@utwente.nl University of Twente, The Netherlands 
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Integrated Diagnosis for Industrial Development Path Dependence of Mineral Resource-

Based Cities: A Study Based on an Improved Cobb-Douglas Production Function 

 

Wei Li, Beijing Normal University 

 

Abstract 

In China, there more than 200 resource-based cities suffering from serious problems including 

instable industrial growth, environmental pollution, and urban health due to excessive depending 

on resource exploitation and processing. How to break up the so-called industrial path 

dependence (IPD) is absolutely critical for those cities to move forwards sustainable 

development. Here, by incorporating the elements of resource use, ecological conservation and 

environmental quality into the conventional Cobb-Douglas (C-D) production function, an 

improved method (REEID) is established to diagnose industrial development path dependence of 

Ordos, a coal resource-based city in Inner Mongolia Autonomous region of China. The results 

show that the integrated output elasticity was 0.8158 from 2001 to 2015 with decreasing returns 

to scale. The overall IPD showed by the integrated marginal revenue (MRKLME) had been 

increasing from 2001 to 2007, and then entered into a decreasing process from 2008 to 2015. In 

particular, the ecological and environmental costs of industry growth had increased significantly 

during the period, which resulted in a dramatic decline of MRKLME curve exhibiting 2 to 4 years 

earlier presence of the inflection point than estimated by the conventional C-D simulation. It is 

indicated that an overlook of the resource uses and environmental effects may bring about more 

or less bias to the diagnosis results of IPD of the resource-based cities. In order to spur a green 

transition and development of Ordos, a dual-capping policy is recommended to control the total 

volume of raw coal extraction and the productivity of coal-base industries (e.g. power generation, 

and chemicals) by taking ecological security and environmental quality into account respectively. 
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A Niche Market for Urban Agriculture? 

 

Thomas Cox, Cox Consulting 

Minoo Tehrani, Roger Williams University 

 

Abstract 

 

Despite tremendous progress in the food insecurity, hunger and malnutrition are still widespread. 

Today, 13% of the global population is undernourished (IFPRI, 2019). In the United States, 41.2 

million people live in food-insecure households (Coleman-Jensen et al., 2017). The global 

population is projected to exceed 9.7 billion by the year 2050 (UN/DESA/PD, 2017). Food 

production will need to increase by 25–70% above the current levels (Hunter et al., 2017) to keep 

pace with the growing demands of increases in population. How can society address the 

unprecedented food security challenge? 

 
Natural resources fundamental to agricultural production are limited. Expanding agriculture into the 

marginal lands of sensitive ecosystems is an unsustainable path and would have tremendous 

negative impacts on habitats, biodiversity, carbon emission, and soil conditions (Foley et al., 2011). 

Meanwhile, current agricultural land faces competition from urbanization and other sectors of the 

economy. In addition, the problems of land degradation due to salinization, desertification, soil 

erosion, and acidification amplify the shortage of land for cultivation of food crops (Blum, 2013). 

 
Improving the use of food that is already produced by cutting back food loss and proper waste 

management offers a great opportunity for “Urban Agriculture” to simultaneously address increase 

in food security and sustainability. This vital strategy can have worldwide application with multiple 

benefits and relatively few conflicts or negative consequences. This research concentrates on two 

constructs, food waste reduction and “Urban Agriculture” and explores potential economies of 

“Urban Agriculture”. Furthermore, the study examines major factors that will drive potential for 

expansion of “Urban Agriculture” production in addition to issues related to the expansion potential. 
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Sustainable Tourism  

Marco Marinelli, Johnson & Wales University 

 

Abstract 

This research concentrates on the concept of sustainable tourism.  Considering that tourism is one of 

the largest global industries and a major source of revenue for numerous countries, this study 

examines the impacts of tourism along several dimensions, social, economics, and environmental 

dimensions. Mass tourism has a significant influence on cultural identity and diminishing the quality 

of life in different communities. In addition, mass tourism can result in unplanned and careless 

development and increased pollution. Furthermore, the political influence over the local 

communities can result in inappropriate investments. This study explores such impacts and proposes 

recommendations with the potentials of turning mass tourism into sustainable and low impact 

tourism that can enhance the economic standards of the communities. 
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Workshop 

AACSB Continuous Improvement Review and Faculty Driven Processes 

 

May Lo, Western New England University 

This workshop addresses the following topics: (a) The steps in the faculty-driven AOL process; 

(b) Implement a robust and sustainable AOL program; (c) Manage and communicate the AOL 

data effectively; and (d) Incorporate AOL results in revising curricula and business program 

learning goals to continuously improve student learning. 
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Abstract 

 

 
This study concentrates on the goals and objectives of the Paris Accord. The focus of 

Paris accord in on the climate change and emission control. Currently, in addition to 

the European Union (EU) countries, 174 other countries have signed the agreement. 

This research examines the strategies adopted by the top polluting countries (e.g., 

China, EU Countries) that have signed Paris Accord. In addition, the study addresses 

the obstacles and difficulties that can hinder the achievement of the goals and 

objectives of the agreement. 
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Direct Charitable Donation vs. Cause-Related Marketing: Consumer Happiness and 

Donations in China 

 

Miao Zhao, Roger Williams University 

Yimin Zhu, Sun Yat-Sen University 

 

Two ways that consumers can support a cause are direct charitable donation and cause-related 

marketing (CRM). CRM has been defined as “an offer from the firm to contribute a specific amount 

to a designated cause when consumers engage in revenue-providing exchanges (Varadarajan and 

Menon 1988, p.60). Examining U.S. sample, Krishna (2011) suggests that consumers are less happy 

and donate less to a cause if they substitute CRM for direct donation since participating in CRM is 

perceived more selfish by consumers. The object of this study is to explore whether such relationship 

stays true in China. A one way between-subjects experimental design was conducted and 182 subjects 

participated in the study. Consistent with the current literature, prosocial spending (using financial 

resources to help others), both direct donation and participation in CRM, leads to greater happiness in 

China. However, our research suggests Chinese consumers, different U.S. consumers, prefer CRM to 

direct charitable donation since they are happier and donate more when participating in CRM due to 

the unique donation culture and environment in China. Managerial implications are discussed. 
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ABSTRACT 

The importance of outsourcing is widely acknowledged in both academia and in practice. A big 

challenge in outsourcing is the question of how suppliers can be induced to provide the highest 

performance to the buyer. One approach is to establish a competition between suppliers seeking to win 

the buyer’s business. In a competition, a decision maker’s payoff depends not only on his efforts and the 

resulting costs, but also on his opponents’ decisions. In this situation, the decision-maker might seek a 

decision anchor or a benchmark as a comparison point against which he evaluates his decisions. 

In this research, we intend to introduce the definition of an equilibrium point for a competition in 

which each player aims to maximize the difference between his profit and his competitor’s profit. We 

call this equilibrium point the “gamesmanship equilibrium”. We then show the existence and uniqueness 

of such equilibrium for different types of competition, in which suppliers compete for the demand share 

of a buyer. 

The idea of making decisions to perform superior to competitors might be appealing to managers 

since in the complicated business world it is virtually impossible to identify the maximum feasible 

expected profit of a large company. On the other hand, it is fairly easy to compare the performance of a 

company with the performance of similar companies working in the same industry and market. 

Therefore, the relative performance of a company with respect to its competitors might be a better 

determinant of its stock price or its managers’ bonuses. As a result, decision-makers have strong and 

direct incentives to show gamesmanship behavior as we mentioned above. 

Our research considers the scenario of suppliers competing to win the business from a single buyer 

who is outsourcing the manufacture of a commodity product and who defines three different competition 

criteria, or performance benchmarks, by which demand is allocated. These competition criteria result in 

different levels of competition intensity, and we investigate how these different intensity levels affect 

the suppliers’ behavior. We also examine how heterogeneity in suppliers’ costs will impact their 

gamesmanship behavior. 

Using controlled laboratory experiments, we then examine the behavior of subjects who play the role 

mailto:mohsen.ahmadian001@umb.edu
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of competing suppliers in an outsourcing problem. Our results show that in most cases, the subjects’ 

average decisions fall somewhere between the Nash equilibrium and gamesmanship equilibrium. This 

observation suggests while suppliers aim to maximize their own expected profit, they also tend to beat 

the competition. We also find that the proposed gamesmanship model significantly outperforms the Nash 

model and completely explains the deviation between what Nash model predicts and the experimental 

results. 

Keywords: Behavioral Operations Management; Gamesmanship Equilibrium; Bounded Rationality; 

Outsourcing; Simultaneous Competition 
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Abstract 

 

The rising human population both local and tourist in the Himalayan region increases the 

significant amount of energy consumption and its GHG emission is affecting local impact in the 

region. Thus, the energy conservation is important for environmental protection and sustainable 

energy consumption in these areas. 

This paper gives an overview of possible reduction of energy consumption in highly touristic 

Himalayan region: Sagarmatha National Park, through the behavioral change on the consumption, 

which ultimately reduce the GHG emission in household level for the sustainable consumption. 

Questionnaire survey on the energy consumption pattern for tourist season and off-tourist season 

were performed in different building types in this region. The GHG emission from each energy 

sources was calculated by its associated emission factor. Based on the literature review, analysis of 

GHG emission reduction from the households behavioral changes were performed. The study 

found that 6,094 tons of CO2eq can be reduced from the household behavioral changes without 

compromising the comfort. 

 

Keywords: Household energy conservation, Sustainable consumption, Energy saving, GHG 

emission, Emission reduction, Sagarmatha National Park and Buffer Zone (SNPBZ) 
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Abstract: Sustainable development goals can be part of modern organisation strategies. Green 

management can be also recognized as the proper tool of handling with complex properties of 

business environment and to define its development goals. One of the directions of building 

economic development is greening the economy by supporting investments aimed at environmental 

protection and green jobs creation in this area. Green management aim is to support environment 

protection provided both by companies and government. The aim of this paper is to analyse the 

impact of green management on sustainable development in the green strategies in sector of 

renewable energy sector. 

 

Keywords: green economy, growth factors, economic development 

 

1. Introduction 

 

Although the idea of sustainable development is relatively new, it is a subject of scientific 

discussion since late 70’s (Barbier, 2012; Ryszawska, 2016). There are two sides of the discussion 

about sustainable development (Sulich, 2018). First is theoretical and is focused on formulation 

general laws and setting a formalised direction and goals of strategic parts of economy (Czakon, 

2011; Niemczyk & Stańczyk-Hugiet, 2014). When, the second side of this discussion tries to 

address the question about translation of all theoretical ideas related to the sustainability into 

everyday business activity (Olszak & Mach-Król, 2018; Ostasiewicz, 2015; Sulich, 2018). Both 

elements of ongoing discussion are crucial, because they are focused on different purposes, first 

aims to create a theoretical background and explain all processes ongoing in second sphere 

(Misztal, 2018; Piętak, 2016). Moreover, the contemporary economic environment is characterized 

by high complexity and volatility, which affects the ways of doing business in all sectors of the 

economy (Finkbeiner, Schau, Lehmann, & Traverso, 2010; Kulhánek & Sulich, 2018a). Therefore, 

many publications concern the problems of sustainable development and sustainability in certain 

sectors of economy (Bem et al., 2019; Ryszawska, 2016), focusing more on examples and cases 

and their qualitative explanation (Grudziński & Sulich, 2018b; Kozar, 2017; Rutkowska, Sulich, & 

Pakulska, 2017). Some of these sectors are naturally more involved than ever in scientific 

discussion about development of so called “green economy” (Łuczka, 2018; Ryszawska, 2016). 

Among green economy sectors are traditionally related to biomass production (Pajewski, 2014) and 

consumption, renewable energy sources, and related to the knowledge transfer (Kryk, 2014; 

Łuczka, 2018). Development of such areas of economy leads to the green economy concept and 

sustainability (Tadaki, Sinner, & Chan, 2017). This new paradigm of development and concept of 

life quality refers not only to the balance between social and economic aspects but also 

environmental dimension (Brundlandt, 1987; Sulich, Rutkowska, & Popławski, 2019; Sulich & 

Zema, 2018a). 

Disparities and inequalities became more visible due to socio-cultural dimension to treat the 

environment as source of goods and waste reservoir (Sulich & Grudziński, 2019; Wiśniewska, 

2004). Then ecological problems became social and then economic problems (Barbier, 2012; 

Finkbeiner et al., 2010; Truc, 2012), and global economy went through financial crisis in 2008 
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(Kulhánek & Sulich, 2018b; Michalski, 2012). What is worse, economic growth is still considered 

through prism of natural resources exploitation (Finkbeiner et al., 2010). Additionally, progressive 

environmental degradation completely disrupts in social-economy-environment system (Dyllick & 

Hockerts, 2002). However, some actions were taken, since United Nations (UN), created United 

Nations Conference on Environment and Development in 1992, which has not brought any 

measurable positive results (Eurostat, 2018; Olszak & Mach-Król, 2018). Business has always 

depended on and had an impact on the natural environment (Loknath & Abdul Azeem, 2017), and 

through proper management it is possible to reverse what business done over last two centuries. 

The lack of expected results of sustainable development  possibly may be caused by non-

strategic approach in management (Sulich & Grudziński, 2019). So far many strategies have been 

developed and described, therefore various researchers in the field of green management have 

categorised the concept from different stand points which can be considered from the point of view 

of strategic approaches adopted or the classification of organisations based on strategic approaches 

(Loknath & Abdul Azeem, 2017). Some of them can be distinguished as strategies at the national 

level as well as the enterprise level (Grudziński & Sulich, 2018b). Furthermore, strategic goals have 

to regard all aspects of sustainable development if these strategies want to be called green 

(Eurostat, 2018; Sulich & Grudziński, 2019). The objectives of such strategies are aimed to involve 

improvement of the environment or minimize an anthropopressure, and the use green management 

(Loknath & Abdul Azeem, 2017). There are 17 Sustainable Development Goals (SDG) proposed by 

the UN and accepted by the all member states of the European Union (EU), which can be 

implemented in each strategy (Eurostat, 2018). This is the most important part in a strategic 

management, the implementation of strategy, which is based on different methods of green 

management (Loknath & Abdul Azeem, 2017; Sulich & Zema, 2017, 2018a), taking into account 

its multilevel elaboration.  

The one reason of this complexity is caused by the number or goals and factors measuring 

reaching each of them. Some these sustainable development indicators are present in more than one 

Sustainable Development Goal (Eurostat, 2018). 

This complexity of business ecosystem also results from the growing number of elements 

(participants) of the environment system (Stańczyk, 2018) and the ties between them, which are the 

result of unexpected events (discontinuities) that determine volatility, e.g. technological 

breakdowns, changes in consumer habits, economic transformations and crises (Stańczyk-Hugiet, 

2009). Increasing complexity (pluralism) paradoxically is a positive phenomenon, because it 

provides a specific stabilization, offset by small-scale variability (Jouvet & De Perthuis, 2013). This 

stability in dynamics is similar to the natural ecosystems and is called a business ecosystem 

(Stańczyk, 2018). 

The next reason of complexity is an increase in the probability of unpredictable so-called black 

swans, or macroeconomic phenomena causing an unexpected slowdown in economic growth in 

individual countries (Taleb, 2007), forces decision-makers to take appropriate actions aimed at 

reversing this trend by anticipating and preventing economic downturns systemically (Karmowska, 

2017). Investment in environmental protection may be one of such strategic and multistage 

activities (Fura, 2015; Vávra, Cudlínová, & Lapka, 2015), and thus the direct creation of green jobs 

(Grudziński & Sulich, 2018c; Kozar, 2017; Rutkowska-Podołowska, Sulich, & Szczygieł, 2016). 

The aim of such action is to restore the balance between the complexity and changeability of the 

economic system, supported by the conviction of a strong, albeit "invisible hand" of the market 

along with greening processes and environmental protection. 

Therefore, the aim of this paper is to analyse the impact of three green management on 

sustainable development which is visible mainly in the green strategies in sector of renewable 

energy sector. The choice of these sector is based on the assumption, that companies which provide 

green energy may have so called green strategy. Therefore, they can become a one of the indicators 

of sustainable development. This paper examine main Polish renewable energy sector companies 

using taxonometric method (Grudziński & Sulich, 2018a; Kasztelan, 2016a; Misztal, 2018) which 

widely used in the research of sustainable development (Kasztelan, 2016b; Popławski, 2009; 
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Ryszawska, 2013).  

 

2. The green strategies 

 

The implementation of the green strategies has begun in previous century and it was a part of 

technological progress, which has provided a new eco-friendly solution (Kasztelan, 2016b; Misztal, 

2018). That forced companies to leave the so called the brown economy (Ryszawska, 2016; 

Wiśniewska, 2004). This brown economy is based on fossil fuels consumption, which results also 

in plastic production. Both, carbon dioxide and plastic wastes became main source of ecological, 

the social and economic problems (Ryszawska, 2013).  

The ability of the company to successfully gain the sustainability depends on its social and 

environmental sensitivity (Khall Khalid, 2019). In other words, the business must become an eco-

centric one and then it must become a sustainability focused business and all these needs many 

efforts and take time.  

There are four groups of various green management paradigms (Meima, 1994; Tadaki et al., 

2017). First perceive the environment as an anthropocentric moral or ethical issue in context of 

gaining financial benefits (Kryk, 2014; Sulich & Zema, 2017; Sulich, Zema, & Zema, 2018). 

Second group explore a concept of competitive management and competitive advantage (Kasztelan, 

2016a). The third paradigm perceives environmental management as a function a quality expressed 

in normalized systems. The fourth approach to green management is determining ways in which 

industrial action can be made compatible with nature; for instance, by minimizing emissions, by 

reducing wastes at source etc. (Loknath & Abdul Azeem, 2017). 

In the literature exists also different division based on corporate responses to environmental 

pressures (Grudziński & Sulich, 2018c; Simpson, 1991; Sulich & Rutkowska-Podołowska, 2017). 

The first group are the companies that have been forced to improve their environmental 

performance as a result of some well-publicized event or in result of some outstanding 

environmental accident acts as a catalyst and induces the company to take some action in  the field 

(Loknath & Abdul Azeem, 2017). The second group are the ones that have been able to exploit the 

opportunity created by the arrival of the green consumer to gain competitive advantage (Simpson, 

1991). The third group include companies that have moved beyond compliance, and have 

incorporated their environmental strategy into their overall business strategy (Loknath & Abdul 

Azeem, 2017; Simpson, 1991). 

Similarly to the three element conceptual model of strategies there are describes also other four 

elements models of business categories (Roome, 1994). These four categories are: indifference, 

offensive, defensive and innovative. Indifferent companies are those that have low environmental 

risk and even less environmentally based opportunities for growth (Loknath & Abdul Azeem, 2017; 

Roome, 1994). Offensive companies are those that have considerable potential for exploiting 

environmentally related market opportunities, and include companies that manufacture pollution 

control equipment etc. (Loknath & Abdul Azeem, 2017; Roome, 1994; Simpson, 1991). Those 

adopting a defensive strategy are companies like the chemical companies, which gave high 

environmental risk and cannot afford to ignore environmental issues, or their very survival could be 

at stake (Krupski, 2007; Loknath & Abdul Azeem, 2017; Niemczyk & Stańczyk-Hugiet, 2014). The 

innovators are those that have high environmental risk and also a lot of environmentally-based 

opportunities for growth (Loknath & Abdul Azeem, 2017). 

Although there are models of strategic options which include more than four strategy types, 

these with four groups are most popular in the literature, because they perceive corporate response 

to the environment as based on environmental risks (Rutkowska et al., 2017) and marked based 

opportunities (Roome, 1994). It is argued that environmental pressures like legislation, constrains 

within the firm, and the ability of managers to bring about an organizational change in order to 

incorporate environmental issues, are equally important (Loknath & Abdul Azeem, 2017). First 

group is non-compliance, where all environmental issues are simply ignored. Business entities 

which are characterized by this type strategy do the minimum that is required by law fall in the 
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second category. In third category, are companies that move beyond legislation and the last group 

consist of companies that use the environment as a tool for gaining competitive advantage (Loknath 

& Abdul Azeem, 2017). 

Loknath and Abdul Azeem (2017) in their conference article presented a review of types of 

green management strategies, among them they list other four element categorizations of strategy 

types which were compared in table 1. 

 

Table 1. The four group models of green strategies performers 

Author/authors 
Organisations’ profiles according to green strategy types 

I II III IV 

(Sulich & 

Grudziński, 2019) 
Isolation Redundancy Adaptation Cooperation 

(Bostrum & 

Poysti, 1992) 
Resistant Passive Reactive Innovative 

(Welford, 1994) Cowards Laggards Thinkers Doers 

(Meima, 1994) Problem Fixer Obstacle Jumper Opportunist Activist 

(Roome, 1994) Indifference Offensive Defensive Innovative 

(Loknath & Abdul 

Azeem, 2017) 
Stable Reactive Anticipatory Entrepreneurial 

(James, 1992) 
Non-compliance Compliance 

Compliance-

plus 
Excellence 

Source: Author’s own elaboration based on (Loknath & Abdul Azeem, 2017). 

 

The first group are organisations, which not only assume that concern for the environment is a 

passing phase and their impact on the environment is negligible, but also assume that their 

competitors feel the same and hence do nothing to conserve the environment. The second group 

consist of organisations that are aware of the environmental challenges facing them, but are unable 

to combat those challenges because of cost constraints, lack of trained manpower, lack of 

knowledge. The third group are organisations which are aware of problems but still waiting for 

others to show the way forward. Then are organisations, that have proceeded to put their thoughts 

into action and consist the fourth group (Loknath & Abdul Azeem, 2017). 

 

 

3. Concepts related to the economic development 

 

A remarkable phenomenon in the economy is undoubtedly economic growth. Reflections on 

factors determining economic growth have been conducted for many years (Samuleson & 

Nordhaus, 1992). A significant scientific achievement in this field falls in the 20th century (Jouvet 

& De Perthuis, 2013; Piętak, 2016). On the other hand, the broader concept than economic growth 

is economic development, the essence of which is the increase in economic indicators as well as 

social factors, and the idea of economic development developed by A. Lewis and W. Rostow treats 

it (Piętak, 2016). Therefore, economic growth is considered through the prism of quantitative 

changes, while economic development is a quantitative and qualitative transformation (Kasztelan, 

2016a).  

The problems of economic development are nowadays taking on particular character due to the 

ongoing globalization and the consequences of this phenomenon. A dynamic and even turbulent 

environment implies the need to search for and identify new factors that affect the economic 

development of countries (Knapińska, 2016).  

The fundamental aspects of economic growth are economic factors (Michalski, 2012; 

Wiśniewska, 2004). Therefore, the value of gross domestic product plays a crucial role in assessing 

economic growth (Ryszawska, 2013; Sulich & Rutkowska-Podołowska, 2017). Other important 
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factors are the level of unemployment, the inflation rate, the cost of foreign investments and the 

amount of public debt (Karmowska, 2017; Kryk, 2014).   

Economic growth is undoubtedly favoured by technological progress and the ability of the 

economy (as a whole) to implement innovations, because according to J. Schumpeter "development 

is driven by innovation in the economy, therefore development depends on the ability to formulate 

innovation and implement them in industry and business" (Knapińska, 2016). Product innovations 

can be captured using four dimensions (Billing, 2003): 

1. A degree of market innovation, 

2. A degree of technological innovation, 

3. A degree of organizational change, 

4. A degree of environmental innovation. 

The degree of environmental innovation is often neglected or misinterpreted. Changes affect 

not only the direct players on the market (especially suppliers and consumers) but also the full 

environment. In particular, radical innovations often require the creation of new infrastructure as 

well as significant adjustments in regulatory and social conditions. 

Product innovation can, therefore, be determined using the four dimensions described above. 

However, different types of changes can be defined based on four aspects of product innovation. 

Radical innovations show a relatively high degree of discontinuity in all four dimensions. In 

particular, the presence of a high degree of environmental change distinguishes radical innovation 

from less-important innovations.  

It is possible to measure economic development using individual and aggregate indicators 

(Ryszawska, 2013). Examples of such synthetic indicators are an index of economic freedom, a 

measure of financial aspects of well-being, a measure of sustainable prosperity, a measure of 

national welfare and a measure of economic well-being (Fura, 2015; OECD, 2014).  

Changes in the concept of economic development assessment have changed significantly over 

the years. In the beginning, only economic aspects were taken into account, and then, social 

elements were added, and environmental determinants are now being considered (Sulich & 

Rutkowska-Podołowska, 2017; Sulich et al., 2019). The characteristics of green economics and the 

links between the ecosystem and human well-being have been reflected not only in European 

Union documents, or the European Environment Agency but also in numerous scientific 

publications (Piętak, 2016; Popławski, 2009). An example of attempts to assess economic 

development taking into account the pillars of sustainable development is the Green Economy 

Index developed by B. Ryszawska, (2013). This tool is taxonomic and aims to organize individual 

countries within the framework of the green economy (Ryszawska, 2013), it also illustrates their 

growth and economic development (Salomo, 2003). Despite the evolution of the concept of 

economic growth and a significant extension of its definition, currently, economic growth is still 

measured through the prism of macroeconomic factors and is identified by GDP growth. In this 

perspective, the only way to economic growth is to increase production and consumption. The 

consequence of this assumption is also the maximum use of natural resources, which results in a 

more significant amount of waste and pollution. It should also be emphasized that economic growth 

is now the central value. Unfortunately, environmental aspects are not treated as the highest value, 

but without the appropriate means of production available (both in the right quantity and quality), 

no innovations or improvements in the variety of products are possible. 

 

4. Ecologization of management 

The feature of the modern economic system is the externalization of costs and "non-payment of 

bills," and the implementation of the "grow first and clean up later" strategy. The consequence of 

this phenomenon is the emergence of imbalances in the economic system manifested, for example, 

by pollution of the natural environment - water, air, and land. Increasing environmental pollution 

affects the quality of life and production capacity - production costs are rising because of the 

participation of clean water and clean air is required in technological processes. In the long term, 
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this may lead to irreversible changes in the natural environment. Therefore, the current factors that 

determined economic growth are subject to further depreciation (Grudziński & Sulich, 2018b). 

What's more, economic development must be viewed through the prism of sustainable 

development. The visible impact of ecology and seeking a balance in economic development is 

called greening, which consists in taking into account the environmental aspect of each activity. A 

manifestation of this trend is the increase in the importance of ecological issues in assessing 

economic development (Grudziński & Sulich, 2018a, 2018c, 2018b). Such an environment-friendly 

approach is also noticed in the practice of management of local government units, which is aware 

of the changes taking place in the surrounding economic reality create favourable conditions for the 

development of the organization of the green sector or the sector of renewable energy sources 

(Pawliszczy, 2015). 

The financial crisis has forced state institutions and enterprises to seek new growth factors. An 

expression of this was the emergence of the concept of green growth as a new dimension that will 

determine economic growth. However, the search for factors of new growth should not be selective 

but requires a systemic approach (Fiedor, Czaja, Graczyk, & Jakubczyk, 2002; Loknath & Abdul 

Azeem, 2017). It is postulated, therefore, to adopt a new way of perceiving the world and treating it 

as a system whose elements are interconnected economics, society and the environment. This view 

will allow you to choose the right directions of action that will take into account all the aspects 

necessary for sustainable and sustainable growth (Ryszawska, 2013).  

Undoubtedly, the transition from an economy based on fossil fuels to a low-carbon, sustainable 

and green economy has already begun. That is why the essential issues facing modern science are 

the exact definition of what green growth is.  

 

5. Problem Formulation 

The objects of research were Polish renewable energy sector companies which are branches of 

main energy suppliers in Poland. Following the renewables sector's restructuring and the 

consolidation of the Polish power market, four key vertically integrated players have emerged in 

the country: Polska Grupa Energetyczna (PGE), Tauron Polska Energia, Energa and ENEA, all of 

which hold stakes in Poland's renewable energy market (Gorczyca, 2011). The formulated problem 

was to research their eco-branches different strategies towards sustainability and support of 

transition to the green economy. The qualitative method was used and then qualitative research – 

the Hellwig method was implemented. 

First step was to indicate the common points of their strategies based on the renewables’ 

accessibility in Poland (table 1). The source of the data for this analysis were secondary data 

obtained from Fitch Solutions report (Fitch Solutions, 2018).  

There are some strong trends which support a development of renewable energy sector in 

Poland such is fact that country is largest beneficiary of European Union capital and support which 

is also a negative aspect causing over reliance on this funding to “drive construction growth” (Fitch 

Solutions, 2018).  

Although the climatic conditions support wind power plants, according to the data of the 

Energy Regulatory Office, at the end of 2018, 770 hydropower plants were in operation in Poland 

with a total capacity of 966 MW (Kowalczyk, 2012). Compared to 2017, there was an increase of 

nearly 15 MW. In Poland, water has been the dominant source of energy produced from renewable 

sources but the report prepared by Fitch Solution stress on non-hydro renewables industry (Fitch 

Solutions, 2018). 

Presented in table 1 analysis suggests that there is a huge possibility for the future development 

of the renewable sector in Poland in the upcoming years. “In policy documents, such as the 

Poland's Energy Policy until 2030 and the National Action Plan in the Field of Renewable Energy, 

hydropower development is expected to be mainly based on the use of existing damming to 

produce electricity. The list drawn up by the National Water Management shows that in Poland 

there are over 14,000 damming structures (with a damming height above 0.7 m) owned by the State 
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Treasury. The degree of utilization of these damming structures for hydropower is only 4.5%” 

(Kowalczyk, 2012). It is possible that capital groups which consist on companies which were 

examined on this study each has individual vertical integration strategy, and due to fact, they 

mostly belong to the State Treasury they participate in common projects and cooperate. 

Furthermore, favourable legislative changes (prosumer energetics) make more and more 

households interested in renewable energy sources (e.g. photovoltaic panels). This creates a new 

customer segment for which must be develop a new strategy consider the new role of the client in 

the process (Zaleski, 2015). 

 

6. Method 

The work uses the reference method, which amounts to determining the synthetic variable being 

a function of the normalized features of the input set. The  of the method aims to compare the 

development of the Czech Republic and Poland measured by variables describing green development 

(Ryszawska, 2016). Standardization was used as a method of normalizing variables. Therefore, the 

features marked with the symbol xij are transformed using the general formula (Kukuła, 2000): 

𝑧𝑖𝑗 = [
𝑥𝑖𝑗−𝑎

𝑏
]
𝑘

     (1) 

where: a, b, k – normalization parameters; i=1,2, …, n; j= 1,2, …, p. 

 

The following transformation methods were used (Popławski, 2009) as part of the standardization 

method: 

a) for stimulant: 𝑧𝑖𝑗 =
𝑥𝑖𝑗 − 𝑋̅𝑗

𝑆(𝑋𝑗)
 ,  𝑥𝑗 ∈ 𝑆   (2) 

b) for destimulant: 𝑧𝑖𝑗 =
𝑋̅𝑗− 𝑥𝑖𝑗

𝑆(𝑋𝑗)
 ,  𝑥𝑗 ∈ 𝐷  (3) 

where: s(xj) – standard deviation for chosen factor; 𝑠(𝑥𝑗) > 0. 

 

In the reference methods a reference object is defined in relation to which the taxonomic distances 

of the examined objects are determined. Most often in practice, the Hellwig measure is used, which 

is based on the concept of development pattern, which is an abstract object with standardized 

coordinates. In practice, this means the use of formula 4, utilizing which destimulants are converted 

into stimulants (Kasztelan, 2016a): 

𝑥𝑖𝑗 =
1

𝑥𝑖
      (4) 

 

The distances of each test object are also determined from the established abstract development 

pattern by the formula: 

𝑑𝑖 = [∑(

𝑝

𝑗=1

𝑥𝑖𝑗 − 𝑥0𝑗)
2]

1
2

 

 
(5) 

where: i = 1,2, …, n; j = 1,2, …, p. 

The created synthetic variable is not standardized, therefore, to arrange objects more often a 

relative taxonomic measure of development, defined as: 

𝑧𝑖
′ = 1 −

𝑑𝑖

𝑑0
      (6) 

where:  

 

i = 1,2, …, n  

𝑑0 = d̅ + 2𝑠𝑑  



115 

 

d̅ =
1

𝑛
∑𝑑𝑖

𝑛

𝑖=1

; 

𝑠𝑑 = √
1

𝑛
∑(𝑑𝑖 − d̅)2
𝑛

𝑖=1

 

Thus, created synthetic taxonomic development measure 𝑧𝑖
′ assumes values from the interval [0,1], 

the more closely its values are closer to one, the tested object is less distant from the pattern 𝑑𝑖 and 

is considered better than the compared objects given more than the standard. Synthetic 

development measures replace the description of the examined objects with the help of many 

features, a report using aggregated quantities 

The Hellwig’s method is a taxonometic method to indicate differences between examined 

objects which divide the into four groups (Grudziński & Sulich, 2018a; Kasztelan, 2016a; 

Rutkowska et al., 2017). This method allows a comparison between selected companies from 

renewable energy sector providing grounds for classifying them into uniform groups characterized 

by a similar level of particular indicators. The features are standardized according to the formula: 

 

j

ijij

ij
s

xx
z


         (7) 

where: i – is object number, j – feature number, s – is standard deviation. Such transformed features 

are subject of calculations of taxonomic distances between the investigated factors values and 

reference model. This distance is calculated according to the formula: 

 





m

j

jiji zzd
1

0        (8) 

Obtained di values are used to compute Hellwig’s synthetic measure of green economy impact as a 

result of implemented green strategy: 

 

0

1
d

d
z i

i          (9) 

The zi indicator assumes values within the range [0;1], whereas values closer to the model and are 

associated with high level of the investigated object. Obtained values zi were arranged in linear 

manner in four groups: 

1. zi szz         (10) 

2. zi szzz        (11) 

3. zzsz iz        (12) 

4. zi szz         (13) 

where: z is arithmetic mean, sz – standard deviation.  

This method allows then to distinguish examined organisations’ profiles according to green 

strategy types defined in table 1. Then values of zi indicators were calculated and compared in table 

2.  
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Table 2. Basic indicators for monitoring the implementation of energy policy in 2016. 

No. The name of the indicator (x) PGE Tauron Enea Energa 

1 Production of electric energy from renewable energy 

sources (TWh) 
2,30 1,30 0,54 1,25 

2 Number of clients (mln) 5,17 5,47 2,50 3,00 

3 Share of total production of electric energy in Poland 

(%) 
33,00 25,00 13,00 15,00 

4 Renewable energy source installation power (MW) 2189,0 459,0 443,0 1396,3 

5 Annual volume of CO2 emissions (mln tons) 15,00 13,90 12,37 2,68 

Sources: Author’s own elaboration based on companies’ integrated reports. 

 

Table 3. Statistical analysis of chosen indicators for leading energy sector companies in Poland 
 X1 X2 X3 X4 X5 

PGE 2,30 5,17 33,00 2188,972 15,00 

Tauron 1,30 5,47 25,00 459,00 13,90 

Enea 0,54 2,50 13,00 443,00 12,37 

Energa 1,25 3,00 15,00 1396,25 2,68 

Module of average value 1,34725 4,035 21,5 766,0833 10,98582 

Standard deviation 0,724037 1,502764 9,291573 545,799 5,644265 

Coefficient of variation 53,74188 37,24322 43,21662 71,24538 51,37775 

Sources: Author’s own elaboration based on companies’ integrated reports presented by companies. 

 
7. Results 

Results of calculations for each energy supply companies in Poland were performed according to the 

Hellwig’s method. The data from the capital groups which consist renewable energy branches were used to 

compare them with the synthetic calculated development value. In table 4 the final results are presented and 

suggest that there are some common points of strategies of between capital groups development, because 

two companies belong to one group. Moreover, these results (table 4) indicate organizations strategic 

profiles according to implemented green strategy, which were introduced in Table 1. 

 

Table 4. Hellwig’s method calculation results compared with strategic profiles 

Characteristic Group Capital group name 

Innovative I Polska Grupa Energetyczna (PGE) 

Reactive II Energa 

Passive III Tauron, Enea 

Resistant IV - 

Source: own calculations results 

 

Multicriteria analysis based on renewable energy generation indicators (as in table 2) presented that 

their branches’ development is very similar. Although the subject of the research were energy supply 

companies they rely on the coal and belong to the “brown economy” strategies of their prosperity.  

Business models and managerial decisions that create value over the short, medium and long term, 

based on mutually beneficial interactions between the company’s value chain and the social and 

environmental systems on which it depends. Sustainable strategic management is an effect on the natural 

evaluation of strategic thinking towards meeting expectations placed in the environment. Therefore, an ever 

greater number of organizations begun to notice that the idea of sustainability is becoming a natural element 

of their actions (Radomska, 2015). 

 

Conclusion 

 

Presented in the research results suggest that big energy suppliers are closed in the so called “middle 

development trap” and they represent different strategic types. As capital groups these companies realise 

own internal vertical integration strategies. None of want to be a leader in the renewable technology, 

although their branches are dedicated to this issue. The branches creates therefore green jobs (Sulich & 
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Zema, 2018b). The reason of this situation is mostly politically motivated although there is existing 

infrastructure which renewable energy generation capacity is decreasing very fast (Fitch Solutions, 2018; 

Kowalczyk, 2012). Therefore, only partially we can confirm the proposed hypothesis in this article. Due to 

the large share of state capital in analysed companies only main trend direction in particular strategies it can 

be clearly distinguished. The activities under the strategies of the analysed companies are similar in the area 

of gradual transition to renewable energy sources (which reduces anthropopressure and increase financial 

efficiency). However, the use of these sources is too small, and there is no possibility to reveal an 

unambiguous strategic approach in this area. 

The single-minded pursuit of growth and scale can produce impressive top-line revenues and good 

impressions. However, executives can discover that, along the way, organizational issues – including siloed 

functions, redundant capabilities across business units, and gradual mission creep as functions take on added 

responsibilities – have impeded greater profitability. Lack of one fully planed strategy is visible, due to 

existence of only few common points coming out rather forced changes than planned actions in Polish 

renewable energy sector.  

In the modern economic environment, one can notice an increase in volatility, uncertainty, complexity, 

and ambiguity. The consequence of this phenomenon is a violation of principles that in the past led countries 

to economic growth. Moreover, basing development only on economic factors (without taking into account 

the protection of the natural environment) led to the imbalance in the society-economy-environment system. 

Therefore, it is postulated to take into account new factors when measuring countries' development. These 

factors define a new - green growth. 

Moreover, green growth can be a source of economic transformation. This change leads to a green 

economy, which is not only indifferent to the environment but also acts on it positively. In this context, the 

debate on the theory of economics, balance, and models of the economic system is intensifying, the aim of 

which is to seek solutions and financial regulations that enable organically risky occurrences of crisis 

phenomena and effective counteraction. 
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Context and research question 

In thirty years, logistic activities have been turned into a transversal and integrated tool, for 

productivity, profitability and quality of service. In today's volatile and highly competitive 

environment, they are now seen as an instrument of competitiveness for firms (Christopher, 2016). 

The professionalization and the diversity of businesses resulting from these changes, allow the public 

authorities to consider the creation and the anchoring of flows activities as the opportunity to enhance 

a creative territorial economic development (Hall, 2000). Following this trend, and in the same way 

as the sectors of eco-technologies, health, automotive equipment and e-commerce, the Grand Duchy 

of Luxembourg has supported for fifteen years, a strong determination for the development of logistic 

activities on its territory. This strategy of expanding logistics has recently been clarified by the desire 

to strengthen the attractiveness of the country with the growth of high value-added supply chain 

activities (Théry, 2018). 

The paper considers this aspect of Luxembourg's diversification strategy by analyzing a supply chain 

ecosystem based on the creation of a free port near the international airport and its links with others 

economic sectors. Aimed at the storage, handling and trading of high-value items, particularly 

artworks and jewelry, the Luxembourg Freeport started its activities in September 2014 in a 20,000-

m² building. The international art market reached €45 billion in total sales of art and antiques in 2016 

(The European Fine Art Foundation, 2017). It is complex and often requires the intervention of 

numerous specialists in transactions. This complexity is materialized by a multitude of players as 

artists, collectors, auctioneers, galleries, antique shops, museums, sponsors, foundations, third party 

logistics or financial investors. Thus, creating an advantageous environment to the development of 

an ecosystem in this sector is therefore a difficult task and requires some assets. 

mailto:thierry.houe@icn-artem.com
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Based on a resource-based approach and exploiting the data of a qualitative study, the paper tries to 

answer the following question: Is there an ecosystem of resources related to logistics activities 

dedicated to high value-added items that can creatively improve Luxembourg's economic territorial 

development? 

The aim is to understand the motivations for the setting of a free port and define a resources grid 

analysis could offer a sustainable and creative competitive advantage for the development of these 

activities (Martin et al., 2015). The research tries to answer to the research question through a 

literature review and a qualitative analysis. The originality of the paper is twofold. First, it uses the 

resource-based view in order to provide a structured analytical framework of a sustainable and 

creative attractiveness strategy of a territory, and moves away from a traditional review of economic 

development policies (Stiglitz, 2002). Second, the field of study is relevant because it is still relatively 

unusual in the academic literature (Calderon-Kabigting, 2010, Rifai-Hasan, 2009). 

Theoretical framework 

Usually dedicated to the strategic analysis (Newbert, 2007), the resource-based view (Wernerfelt, 

1984) has been chosen as a diagnostic tool to identify which resources of the country are considered 

as strategic for attracting high value-added supply chain activities. The aim is to identify resources 

giving a competitive advantage that can lead to the development of a creative system combining art, 

finance and logistics in a long-term period. The paper draws on research using the RBV as a 

framework for analyzing the attractiveness of a geographical area (Hervás-Oliver and Albors-

Garrigós, 2007). Coming from theoretical frameworks mobilized in strategic management (Foss and 

Ishikawa, 2007), the use of a resource-based perspective seems justified in the context of the strategic 

analysis of a company or a territory. For both, the question of the orchestration of resources is 

required to answer the question of the attractiveness and economic development in a long-term view. 

Research design and methodology 

The research is influenced by interpretive methods, which allow the understanding of a phenomenon 

(Sachan and Datta, 2005). The interpretive approach seeks to deduce information from subjective 

representations of interviewees, which reflect the phenomenon studied. A semi-structured interview 

guide was designed as a tool for investigation. It focuses on identifying resources and capabilities of 

different types (technical, relational, processual) developed by the players of the territory and their 

relationships. Several interviews were conducted with the CEO of The Freeport Luxembourg, a 

Director in charge of the economic development agency of the Chamber of Commerce, and an agent 

of the Customs agency. These interviews were used to underline aspects of the topic that do not 

naturally occur to the researcher (Ritchie et al., 2013). Data collection from a documentary review 
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comes in addition to these interviews. Conceptually clustered matrices proposed by Miles et al. 

(2014) have been used as coding outlines to reduce, structure and analyze data in order to link them 

to the research question. This tool have been valuable to interpret respondents comments and in 

particular their motivations and attitudes in relation to the theoretical framework. 

Findings and discussion 

This section provides a presentation of the main findings of the study. It suggests a summary outlining 

the territory as a collection of suitable resources to develop a competitive advantage and strengthen 

its attractiveness. 

Attractiveness elements of the territory for high value-added logistics activities 

The geographic situation of the Grand Duchy at the heart of Europe played in favor of the final choice 

of location of the free port. The area is directly connected to the highways network. Located near the 

international airport, the free port has a direct access to the tarmac. This situation allows a reduction 

in transport and handling costs as well as a limitation of logistical risks. Luxembourg also represents 

a complementary location to the other free ports managed by the same company in Geneva and 

Singapore. Luxembourg is also a direct access to the European market for artworks and valuables. 

Finally, the Grand Duchy has developed the needed technological infrastructures for this type of 

supply chain activities (an electronic certification authority, a fast and reliable optical fiber network, 

etc.). The role of infrastructures in logistics performance remains fundamental (Rietveld and 

Vickerman, 2004). Nevertheless, a territorial development based almost exclusively on a satisfactory 

supply of infrastructures can have limited effects (Burmeister et al., 2003). The economic growth of 

the territory must be seen as a dynamic transformation of already existing elements and often of 

intangible mechanisms. 

The reputation of the financial sector in terms of management of investment funds has played an 

important role in the final location decision. For interviewees, close ties exist between Luxembourg 

financial centre and the art and valuables market. There are many interactions related to this highly 

monetized market. These comments are similar to those of Boyer (2011) for whom the art market has 

always been intimately linked to the economic sphere and has become a real source of investment 

and asset diversification. The adoption of the 6266 Act in 2011 by the Luxembourg Parliament has 

been essential in the final location decision of the free port (under deferment of VAT and customs 

duties). According to interviewees, voluntarism and timeliness of Luxembourg authorities to support 

the project through a law entirely consistent with the requirements of European legislation on taxation 

have positively influenced the final decision. 

The ability to mobilize a multilingual skilled workforce has also considered as a major asset for the 
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location. Since January 1 2011, the circular LIR n°95/2 promotes the attraction of highly skilled 

foreign workers and attracts new international talents to the Grand Duchy, especially in very specific 

professions such as those related to art (restoration, etc.). 

Interviewees emphasize responsiveness and constant support provided by the Luxembourg 

Government. It is considered as a key element for the setting-up as well as the future growth of the 

free port. The quality of the relationships between Customs and the business world facilitates 

financial and logistical operations on an art market necessarily international. The Customs action is 

not limited only to the collection of duties and taxes. The market players also seek the security 

dimension in processes. The risks along the supply chain (Kilubi, 2016) transform Customs as a key 

factor for an efficient logistics system (Ching-Chiao and Hsiao-Hsuan, 2013). 

A supply chain ecosystem seen as a competitive advantage for the territory 

Following the qualitative study, findings show an articulation of three distinctive resources justifying 

the location of the free port and enhancing the emergence of a creative territorial development system. 

In interaction with each other, this set of resources provides a competitive advantage to Luxembourg 

in the context of a creative territorial development for logistics value-added operations. The first 

resource is an intangible asset (Hall, 1993). It takes the form of trust in Luxembourg public 

institutions and authorities, granted by the players of the Freeport but also by the financial, logistical 

and artistic spheres of the territory. Trust is the result of fifteen years of development activities related 

to finance, art and logistics. Some actions (e.g. political decision dedicated to the value-added 

logistics sector) contributes to create a positive environment. This resource must be seen as tacit and 

difficult to transfer and/or imitate. It provide a creative advantage in a long term view as part of the 

attractiveness and sustainability of these activities. The second resource is a key competence of the 

Grand Duchy in the context of relational management with players in the financial and logistics 

sectors. These relations are embedded within private and institutional spheres. It is the ability of 

Luxembourg to coordinate and promote the exchange to a set of resources. The control and 

management of this network of relationships is the building blocks of that capability. Agglomeration 

externalities can lead to reduced costs and risks, and improve the spatial diffusion of knowledge. This 

situation creates a new asset for the country. This capability as difficult to transfer and / or imitate in 

a long-term view. The third is the consideration of the country as a space of access to strategic 

resources. It gives to firms an access to resources (financial services innovation, new logistics and 

transport services, etc.) necessary for the development of their high value-added supply chain 

activities. This resource is an element generally challenging to transfer and / or imitate in a medium-

term view. It can offer an advantage for the country. Finally, this supply chain ecosystem of 

complementary resources provides a real value for investors, and promote the attractiveness and the 
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development for high value-added logistics activities. This resources ecosystem can be considered as 

the first step in the emergence of a creative and integrated “art-finance-logistics” cluster (Lin, 2018) 

for the Luxembourg economy. 

Conclusion and further research 

The research leads to several conclusions. The study shows the existence of a resources ecosystem 

supporting a creative attractiveness of the Grand Duchy for high value-added logistics activities. 

Three major complementary resources emerge from the analysis: the trust felt by the players with 

respect to the institutions of the territory; the ability in territorial management of the Grand Duchy; 

the territory as an access area to a stock of strategic resources (infrastructures, etc.). 

Our findings pave the way for new research opportunities. The analysis proposed here is static and 

does not take into consideration quantitative and qualitative changes in the resource portfolio. Much 

more work is required in particular on the dynamic aspects of the resources management of the 

territory. A comparative study across multiple territories may also be appropriate to confront this 

combination of resources and its impact on territorial development. 
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A Multi-Objective Decision Framework for Urban Mobility Planning 

Tristan Stull, University of Massachusetts – Boston 
 

ABSTRACT 

This study applies decision analysis to 21st urban mobility planning. A holistic, well-

designed urban mobility system solves several kinds of problems at once. Issues such as 

congestion, flexibility, urban design goals and pollution can be influenced by municipal 

administrative and political levers, and also exhibit cross-influencing behaviors. A multi-

objective decision analysis framework incorporates external uncertainties as well as internal 

political, financial, technical and organizational decision factors vis-á- vis the extant analytic 

and fiscal capabilities of a municipal administration. A scenario is used to explore the details 

of the process. A quantitative visual model binds the various concepts and supports 

sensitivity analysis. The result is a normative process that supports effective decision-

making for a complex public policy issue. The contribution is a structured process 

application as well as a researched causality model. 

 

I. INTRODUCTION 

The Problem 

 

With increasing urbanization and a legacy over-reliance on cars, personal mobility in the 

city is faced with growing congestion as well as concerns over sustainability and cost. At 

the same time, urban residents have multiple wishes related to the mobility system such as 

more mobility options, better pollution control, and better urban design to improve quality 

of life in the city. 

 

As these wishes become known, the questions arise. What should a city be trying to achieve, 

exactly, with its transportation efforts? Should it be promoting one form of transportation 

over another? Should it be neutral as regards citizens' mobility options? Has it been neutral 

in the past? Cities build and maintain roads at the expense of other things they could be 

doing. They also undergo large, ambitious public works projects in pursuit of visions. But 

how would a new vision for mobility be supplied? How comprehensive should it be? How 

invasive? If an ambitious shared vision could somehow be articulated, how would it be 

implemented? Could a city propose to create and operate a new mobility system on its own, 

or would it depend on outside consent and cooperation? 

 

With any significant change process in public life there is inevitably an uphill movement 

required against the inertia of entrenched interests. For example, the cooperation of the local 

transit authority may be required - such as use of property, and in operational coordination. 

Equally, the cooperation of any number of other private firms or organizations may be 

essential. One perspective would ultimately postulate the future of urban design as a system 

of political choices that we make today (Montezuma, 2005). At first blush, this may be 

intuitively unsatisfying if we find ourselves (as it seems today in the United States) in an age 

of deep skepticism in the ability of the political process to appropriately conceive, manage 
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and execute the kinds of ‘megaprojects’ required for transformative change in urban mobility 

(Ville, Gonzalez-Feliu, & Dablanc, 2013), (Flyvbjerg, 2014), (Szyliowicz & Goetz, 1995), 

(Poole Jr & Samuel, 2011). While there will be critical technical factors to be considered, 

the question of how to approach this becomes in a foundational sense not an engineering 

problem, and so cannot be met with by engineering solutions (Poli, 2011). It also has an 

important fiscal dimension, but it is clearly not a finance problem. In fact, it has so many 

interrelated themes and tendrils that it is not easy to say what kind of a problem it is to begin 

with. This makes it an appropriate subject for decision analysis. 

 

A Possible Solution 

 

There are two questions motivating this paper. The first is whether it is feasible for a small 

city to holistically design its own mobility system based on the decision "levers" and 

resources available to a municipal government. Secondly, if this were to be undertaken we 

would want to know how it would be done in terms of soliciting and distilling public opinion 

and operationalizing it. In this, we want to know how the wishes of public stakeholders are 

to be synthesized with evaluations of external uncertainties and expert technical knowledge 

to produce a set of realistic scenarios and realizable options. We identify key attributes and 

measures that might be used in evaluating the decision process. The aim of this is to delineate 

a workable process for the city that is inherently rigorous in terms of stakeholder 

responsiveness. This makes it a normative, constructivist study. 

 

The research question concerns how an agreement on the urban mobility strategy for a city 

can be created systematically from shared values and then articulated in a way that supports 

the identification of associated attributes, measures and value ranges which are 

operationalizable into viable decision options. The output is not a decision, but a decision 

process. The contribution of this study is the specific application of this method to holistic 

21st century multimodal urban mobility planning. 

 

Decision analysis models are created to compare and contrast expected values for parameters 

in a range of scenarios in situations where there is no available experience data (Eckman, 

Rosand, Knudsen, Singer, & Steven, 2003), (Berger, Gerstenfeld, & Zeng, 2004). They are 

using to achieve consensus in situations where the experts differ in their evaluations dues to 

complex factor interactions (Cipollini, Cipollini, Maruyama, & Zimmerman, 2015). 

Decision analysis is also employed to tackle social obstacles: to impose a structured, 

strategy-oriented decision framework on a committee experience in the face of emotional as 

well as thematic complexity (Gregory & Long, 2009), (Ewing, Tarantino, & Parnell, 2006). 

Decision analysis can also be used as an instrument for extending an organization’s frame 

of reference, connecting it to the outside world in terms of the critical externalities, 

articulating and quantifying these  in relation to local objectives and agency (Min, 1994). 

All of these apply to the creation of a new urban mobility strategy. 

 

A scenario is detailed below which addresses the development of an urban mobility planning 

process in a small city. The goal is to determine the process based on the decision levers and 

available knowledge about externalities. The process begins with public stakeholder 

participation, and then proceeds to objective refinement, externalities research and finally to 

model building. Further, the model itself is subjected to sensitivity analysis that shows how 
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different decisions and variable values can impact the outcomes. Before exploring this 

scenario, we first ground the rationale for using this method and explore what has been done 

to date. 

Background and Literature Review 

 

Stakeholder Engagement in Mobility Planning 

 

Sustainable development in transportation planning recognizes the need for changes in how 

planning is done (Curtis, 2008). Existing work explores public consensus building 

(Loukopoulos & Scholz, 2004), and institution of a visioning exercise to develop a 

sustainable urban mobility plan (Wefering, Rupprecht, Bührmann, & Böhler-Baedeker, 

2013). There is also a multi-level model for engagement with local and regional governments 

(Bulkeley & Betsill, 2005). While our approach sees consensus and vision building as 

essential, decision analysis goes further by applying a computable model with measurable 

variables. The variables are endogenous and exogenous. The former are the specific decision 

levers that can be applied; the latter are externalities that may impact the outcome. 

 

Decision Analysis 

 

Decision Analysis (DA) was defined as a discipline in the mid-1960s, but traces its heritage 

back to operations research efforts in the World War II Anglosphere (Howard, 2007), 

(Raiffa, 2002). A concise definition: "Decision analysis is a logical procedure for the 

balancing of the factors that influence a decision." (Howard & Matheson, 2005). Another, 

more involved, definition is: “We use the term decision analysis to refer to a set of 

quantitative methods for analyzing decisions based on the axioms of consistent choice… 

Decision analysis is normative, rather than descriptive. That is, it provides a systematic 

quantitative approach to making better decisions, rather than a description of how unaided 

decisions are made.” (Keefer, Kirkwood, & Corner, 2004). The challenges in DA have 

centered around identification and articulation of these factors in a way that is both 

acceptable to relevant stakeholders, and operational in terms of a quantitative model. 

 

The practice of decision analysis has been introduced into multiple industries, as well as into 

various issues of concern to the public. (Ewing et al., 2006) apply it to military base closures. 

It is also applied to environmental concerns such as decommissioning off-shore oil drilling 

platforms (Henrion, Bernstein, & Swamy, 2015). Other applications include energy and 

smart city planning (Papastamatiou, Marinakis, Doukas, & Psarras, 2017), (Zhou, Ang, & 

Poh, 2006), and (Pohekar & Ramachandran, 2004). More generally (Huang, Keisler, & 

Linkov, 2011) situate the method as well-established in its application to environmental 

issues with their comprehensive survey. Recently, DA has also become part of the urban 

planning conversation, particularly in the emerging literature on smart cities (Rondini, 

Lagorio, Pezzotta, & Pinto, 2017), (Battarra, Gargiulo, Pappalardo, Boiano, & Oliva, 2016), 

(Branchi, Fernández- Valdivielso, & Matias, 2014). 
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Decision Analysis in Urban Mobility Planning 

 
Research applying decision analysis to urban mobility planning (UMP) is sparse and 

incomplete in the sense of a lack of available work analyzing the mobility problem within 
the city as a unit, but then as holistically as necessary to ensure the suitability and viability 

of the work product. One method: multi- criteria decision analysis (MCDA), has been 
applied to specific facets of the urban mobility problem in the manner of a local thematically-

oriented optimization technique. For example, Won (1990) examines three MCDA methods 

specifically in the context of automobile restraint solutions. Yeh, Deng and Chang (2000) 
look at the application of MCDA to measure on-the-ground performance of bus companies, 

and Rybarczyk and Wu, (2010) use it to look at placement of bicycle facilities. Da Silva et 
al (2008) propose a more holistic framework for solicitation and incorporation of different 

regional goals and solutions across a large nation. This paper adapts parts of their broader 
perspective, but re-points this to a single city as a decision-making nexus. 

 

The urban mobility discussion is conscious of the need for decision analysis methods, if not 

always able to articulate it. Starting with the argument that civil engineering alone has not 

and cannot solve this, Poli (2011) argues for multiple disciplines to be involved, a re-set of 

the traditional approaches: 

 

… consensus-building and decision-making are more important than any 

supposed rational, technologically advanced, good-for-all solution... We can 

assume that a rational approach exists only if there is enough rationality in the 

communication and decision-making process (Poli, 2011). 

 

Janasz (2017) states: 

 

Such a multidimensional approach, as described above, requires a strong 

capacity for interdisciplinary work, which in turn may have a significant impact 

on the capacity for proper knowledge acquisition. 

 

His thorough discussion moves to specific technical archetypes as examples of how to 

implement better mobility. His Basel case study focuses less on the particulars of the 

deliberative process that led to parking restrictions and bicycle infrastructure, but rather on 

a decades-long, general political consciousness that worked to enable the mandate. 

 

Wendle & Eriksson (2014) state: 

 

A key to success is a unified version of the current state of affairs, challenges and 

opportunities, goals and what needs to be done to reach the goals. 

 

The integrationists argue that institutional integration itself is part of the answer. Beyond the 

technical and operational integration of multimodal transport systems, there must be 

integration between the various organizations and authorities responsible for transport. 

Seeing aside any Weberian questions of why an institution would consent to integrating itself 

with another, there is no recipe for how this is to be achieved (Givoni & Banister, 2010), 

[see specifically Anderton's chapter]. 
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For purposes of defining and stewarding an urban mobility planning effort, there are three 

relevant DA themes. Firstly, the work done in value-focused thinking will help in the 

perception and stewardship of public aspirations (Keeney, 1994). This concept is of primary 

importance, as it creates a bridge between the unarticulated desires, assumptions and 

inherent conflicts of the political realm, and an actionable wisdom based on principled 

negotiation and shared vision. Secondly, there are the methods used to elicit information 

from experts as well as the quantitative tools for processing subjective-probability 

assessments (Kirkwood, 1997). These are used to create a computable model that highlights 

the effect of different options as well as the impact of uncertain externalities. Significant 

parts of this approach have been implemented into a commercial software tool called 

Analytica (“Lumina,” 2018)1, which is used to develop a computable model for this study. 

 

Lastly, we also need to connect traditional decision analysis to decision support systems for 

public policy. This is because policy analysis has shied from identifying decision options 

(Walker, 2000). To bridge this gap, we can place DA in the larger context of operations 

research (OR), which allows us to reference conceptual frameworks that define and 

contextualize public policy OR. Massam (1988) provides a comparative survey of different 

multi-criteria decision making techniques in public planning2. This work also provided a 

useful reference model in the form of a generic planning problem that can be addressed using 

multi-objective techniques. Generation of the options themselves entails productive 

engagement with the community (Keeney, 1994), (Johnson, 2014). This contribution carries 

this conceptual work forward, and applies it to the specific set of attributes and measures in 

an urban mobility planning context. 

Scenario 

Introduction to the Scenario 

 

The scenario focuses on a small city as a unit of analysis. Cities are acquainted with the 

particulars of their local mobility patterns, and already budget for and manage aspects of 

their transportation systems such as road works, snow removal, emergency services, parking 

regulations and various local permitting processes. The city represents the first line of 

defense (or complaint, as the case may be) for urban planning. In that sense, it enjoys the 

‘right of first refusal’ in addressing its mobility system. [The scenario description presented 

here has been abridged from the research in progress for brevity; some technical details of 

the model have been removed]. 

 

Burqueville is a fictional North American city of 50,000 located in a larger metropolitan 

area. It is connected to the area via the metropolitan transit network, and a portion of its 

working residents commute there and back again each day. It has a number of small 

industries whose workers who commute in, a significant volume of transit traffic, and a 

sizable and growing senior and subsidized living community who rely on public 

transportation and specialized assistance. The newly elected mayor has incorporated 

concerns about transportation into his first-term agenda. In town hall meetings he has heard 

numerous complaints of congestion in the town center, parking limitations, problems with 

the transit system, as well as concerns about sustainability, pollution and flexibility in  

The author would like to thank Lumina Corp., and specifically Max Henrion, for generous provision of 

a license.  
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transportation. There are already several works projects underway to develop bicycle paths 

and expand access to green spaces, but the mayor wonders how much of the problem these 

efforts will address, and if more can be done. He engages a decision analysis consultant who 

outlines the following process for constructing a transport strategy for the city.  

 

An Outline of the Process Steps 

 

1. First, armed with a city-wide survey, the mayor convenes a transport study 

committee constructed of a representative cross-section of the city's populace. Its 

purpose is to discuss and generate ideas outside of the sphere of the municipal 

bureaucracy. 

 

2. The objectives suggested by the study committee are refined and articulated in an iterative 

process with the consultant. The deliverable of this step is a set of fundamental objectives 

that can be associated with measurable attributes. 

 

3. The attributes associated with each objective are developed through a process of research 

and review. 

 

4. Next, the mayor and one or two assistants attend an urban mobility conference as 

well as meetings of regional mayors. These are to gather information on the 

administrative and political mechanisms for influencing mobility strategy, as well as 

information on emerging technical solutions. 

 

5. Following this, the consultant runs a series of workshops with specialists in the 

administration. The purpose of these workshops is to systematically elicit expert 

opinions informing the variable definitions and ranges for their attributes. 

 

6. Using the information gathered above, the consultant guides the team in defining a 

set of decision sets (strategies) to be used in the decision model. These provide a 

reference for showing how certain combinations of municipal actions combined with 

specific exogenous outcomes will produce progress against the goals. They 

essentially present the decisions to be made. 

 

7. With the above information, a decision model is developed based on a set of 

quantification theses of the variables in question. This model can be used to show a 

distribution of outcomes against a set of administrative strategies and uncertainties' 

values. 

 

8. A process of sensitivity analysis is conducted to test different assumptions about the 

model, to help drive depth and perspective into the understanding of the various paths 

and the impact of uncertainties. 
________________________________ 

2 

For our purposes, we retain the label “multi-objective decision making” to highlight the emphasis on 

maximizing the set of different stakeholder values. MCDA remains an important distinguishing label 

within the DA community, for ontological purposes. 
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9. Lastly, some remarks are offered as to how the model and contents of the analysis 

process can be enfranchised into the city's decision-making structure in such a way 

as to retain resilience, adaptability and relevance over time, as dynamic factors 

change. 

The Process 

P-1. Transport Study Committee 

 

As consulted, the mayor uses the results of a comprehensive city-wide survey to guide the 

composition of a "study committee" comprising a cross-section of the city's residents. The 

task of this committee is to articulate community values and goals towards generation of 

ideas for transport strategy options. They meet several times with the consultant attending. 

The constitution of the committee is adapted from (Nuvolati, 2003) to match the residential 

and relatively utilitarian nature of this city vis-à-vis its situation in the larger metropolitan 

context. “Seasonal tourists” are replaced by “Senior citizens” to emphasize for need for 

accessibility and flexibility in the system (Salomon & Mokhtarian, 1998), (Tyrinopoulos & 

Antoniou, 2013). “Daily or weekend city users” are removed, and “Inhabitants” are split into 

“workmen”, “pupils” and “health enthusiasts.” This last change is motivated by research 

identifying distinct mobility patterns based on sociological factors such as occupation and 

age (Camarero & Oliva, 2008). [Some details abridged.] 

 

 

P-2. Articulation of the Objectives 

 

From study committee workshops as well as the survey, the consultant has distilled the 
following eight values: 

 

1. reduced congestion 

2. cost 

3. safety 

4. flexibility 

5. improved urban design 

6. convenience 

7. less pollution (air and noise) 

8. sustainability 

 

From this, the fundamental objectives can be defined. A fundamental objective is expressed 

in terms of what is to be achieved, and why (Keeney, 2007). Its heritage is in business 

planning culture with a dual emphasis on clarity of purpose and achievability. The ‘correct’ 

articulation of the objective in this context suggests it to be measurable. Measurability is 

achieved by identifying measurable attributes and expected value ranges. For the 

Burqueville UMP, these objectives became as follows: 

  



134  

Fundamental objectives: 

 

Minimize 

congestion 

Minimize 

costs 

Maximize 

safety 

Maximize 

flexibility 

Improve 

urban design 

Maximize 

convenience 

Minimize 

pollution 

Maximize 

sustainability 

 

Overall strategic objective: 

 

Maximize quality of life in the city. 

 

 

P-3. Measurable Attributes for the Objectives 

 

The consultant then does research to determine how each of the values will be usefully 

measured, to be able to gauge progress against any possible courses of action. The [abridged] 

results of this research are below. 

 

Congestion. Typically, peak hour traffic flow volume is measured in relation to road 

capacity (V/C), with a V/C ratio .77 or higher defined as a state of congestion (Boarnet, Kim, 

& Parkany, 1998). Average travel speeds are considered at a V/C ratio of 1.00 (e.g. < 20 

mph in 25 or 30 mph urban zones). The stated congestion reduction target is reduction of the 

V/C (e.g. to below the designated threshold for peak hours). 

 

Cost. The Average Daily Usage cost over GDP per capita (Haghshenas & Vaziri, 2012), 

(Mitchell, Hainley, & Burns, 2010) cite the cost of automobile usage in the United States at 

around $0.55 per mile. Burqueville's targets are to contain cost increases across the multi-

modal mobility spectrum at less than or equal to the inflation rate, plus ten percent. 

 

Safety. Wikipedia reports 12 U.S. road deaths per populations of 100,000 in 2013. The stated goal 

of the 

city is to achieve zero road deaths and zero serious injuries in a given year. A related concern 
under the rubric of 'safety' involves pedestrians and cyclists avoiding certain poorly-lit 

streets at night. 
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Flexibility. Flexibility is defined as the ability of a system to adapt to external changes while 

retaining service level (Morlok & Chang, 2004). Flexibility is measured as the amount of 

reserve capacity given a fixed base traffic volume. 

 

Convenience. A multi-criteria aggregate of four dimensions: time, access, coverage and 
reliability (Yeh, Deng, & Chang, 2000). (See also Susilo chapter in (Givoni & Banister, 

2010): travel time ratio). 

 

Improved Urban Design. Metrics used include the amount of green space available per 
resident, and the percentage of residents within a ten-minute walk of a public green space 

(Pafi et al, 2016). 

 
Reduced Pollution. Air pollution is measured via an Air Quality Index (AQI), one 

component of which is the national standard for particulate matter (PM2.5 <= 15 μg/m3 

annual standard, three-year average) (EPA, 2018), (EPA New England, 2018). While 
Burqueville is normally at acceptable levels, there is a belief that downtown air quality could 
be significantly improved. It is clear that air quality deteriorates significantly during 
congested times in certain weather, and that measurement could be expanded. 

 

Sustainability. Defined as the "ability to meet today's transportation needs without 

compromising the ability of future generations to meet their[s]..." (Richardson, 2005). 

Measurement of mobility-related sustainability (insofar as it relates to city decision levers) 

can be focused on reduction of personal car travel (Munda, 2005). 

 

Armed with this context, the consultant builds a model of the objectives that reflects the 

articulated needs of the citizen stakeholders. In other words, the set of objectives is not 

inferred merely from aged census data. 

 

 

P-4. Mobility Conference, Meeting of Mayors 

 

To gather more information and perspective, the mayor attends two external events: 1. A 

conference on urban mobility and 2. a meeting of local mayors in the region. There are three 

important outputs from this conference: (1) a short list of urban transport scenarios for local 

cities that could be envisioned within a ten-year period, (2) a list of specific measures that 

might be taken at the federal, state and local municipality levels - each cross-referenced to 

the appropriate scenario it is meant to support, and (3) risk assessments from the experts 

regarding an array of issues such as the likelihood of certain policy measures taking hold, 

risks associated with specific technologies relied on for the scenarios, and other  risk 

information about scenarios (e.g. such as the risk of doing nothing). 

 

P-5. Definition of Decisions and Variables 

 

The next stage involves a series of consultant-led workshops with city administrative and 

political staff, the city engineers and the city comptroller. There are two outcomes of these 

meetings: 1. define the set of decision levers, the values of which together comprise the 

administrative strategies the city can take. 2. define a set of variables that will influence the 

outcomes, along with the best estimates of their value ranges. The variables are understood 
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to be in two categories. The first is decision levers: specific administrative actions that can 

be taken by the city. The other category is exogenous variables, expressed here as 

‘uncertainties’. These ranges are processed into expected 'given values' for the current state, 

five- year and ten-year planning scenarios. 

 

Figure 1: Decision Levers Available to the City Figure 2: External Uncertainties 

P-6. Strategies 

 

Once the variables have been defined, a selection of high-level strategies is compiled 

comprising the best information available on the advantages and risks for each. The 

strategies are ‘Status Quo’, ‘Incremental’, Transit-Oriented Development, and ‘Integrated.’ 

Below is a detail box for each with the decision values, rationale, and discussions of 

advantages and disadvantages. 

 

Strategy 1: Status Quo 

Parameters  

Description & 

Rationale 

Burqueville is funded by local property and excise taxes, with a few targeted 

state and federal subsidies for named programs. There is no identifiable fiscal 

source for a major effort, nor was there a clear political mandate in the last 

election cycle. 

Advantages  No additional fiscal pressure. 
 Less pressure on city administration to build out skill sets and add 

staff. 
 Entails less political risk. 

Disadvantages / Risks  Nothing is done to address the various aspirations. 
 Population growth combined with car usage may increase to the 

point where the city cannot keep up with the load on the streets. 
 Literature suggests that this is actually the costliest urban mobility 

model. 
 As surrounding cities improve their mobility systems, 

Burqueville risks falling behind in stature, which might lead to 

businesses and residents exiting. 

 This scenario contributes nothing to sustainability, accessibility, or 

flexibility. 

Decision Variables 

PLAN 

COORDINATE 

DESIGN 

COMMUNICATE 

RESTRICT 

External Variables 

Gas Prices Subsidies (State, Federal) 

Transit Authority Development MaaS Tech 

Intercity Coordination Laws & Regulations 

Political Acceptance Smart City Tech 

Stakeholder Acceptance Population Growth 

Decision  Value 

PLAN 1 

COORDINATE 1 

DESIGN 0 

COMMUNICATE 1 

RESTRICT 0 
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Strategy 2: Incremental 

Parameters  

Description & 

Rationale 

A gradated plan towards preparing for a more comprehensive UMP later. 

Initiate communications and citizen education programs to reduce unnecessary 

driving, but make no formal restrictions. Provide a 'warm reception' to MaaS 

service providers. Start a systematic dialogue with the transit authority, state 

and federal governments on mobility. However, make no new fiscal 

commitments, and divert only a minimum of current resources. May add a 

transport specialist to city hall, subject to current budget limits. No additional 

parking restrictions or road limitations downtown. 

Advantages  Minimal political fallout (as not much is changing immediately). 
 No additional fiscal stress created. 
 Incrementalism is currently a highly fashionable approach. 

Disadvantages / Risks  There is no evidence that incrementalism yield improvements 

before inherent instabilities lead to catastrophic system failures. 
 It is unclear how city staff will be motivated to make progress, with 

no real vision 
 or resources being provided. The effort may become subjugated to 

other priorities. 

 

Decision Value 

PLAN 2 

COORDINATE 2 

DESIGN 1 

COMMUNICATE 2 

RESTRICT 0 
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Strategy 4: Integrated 

Details  

Rationale This is the most comprehensive strategy as well most involved in terms of city 

participation. Applying the maximum amount on all decision levers, this 

effects fast, dramatic changes and sees the interplay of feedback effects 

increasing the impact. Details include creating a network of bicycle sharing 

racks, bike paths and other bicycle oriented infrastructure, and re-architecting 

the downtown, removing entire swathes of street parking, expanding 

sidewalks and greenscapes, and setting aside space for MoD/MaaS solutions. 

It further involves a mobility web and smart traffic management system, as 

well as interfaces to a smart power grid. This approach presumes an integrated 

regional transport plan, coordinating with surrounding towns, the state and the 

federal governments. It infers working with the transit authority and local 

developers to foster TOD (incorporating Scenario 2) as well as ensuring that 

an integrated last mile solution is included. It debits car usage significantly, 

raising parking fees and excise taxes, and introducing zoned driving 

regulations. Restrictions extend to car-oriented infrastructure such as building 

permits for gas stations and parking lots. 

Advantages  Addresses traffic congestion on multiple fronts. 
 Integrates with the regional transport plan. 
 Significantly improves road safety. 
 Significantly improves flexibility. 
 Significantly improves convenience and. 
 Achieves lowest operating costs (per-mile transport costs) throughout. 
 Significantly ameliorates the city profile. 

Decision Value 

PLAN 4 

COORDINATE 4 

DESIGN 4 

COMMUNICATE 4 

RESTRICT 4 
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Disadvantages / Risks There are a number of risks involved: 

 Fiscal: there is no known fiscal model in place to support this. See 
below. 

 Technical: unknown for what kinds of future technology the 
infrastructure should be planned. 

 Coordination: if surrounding towns and cities do not adopt 

similar strategies, Burqueville will be under pressure as a 

stand-out. 

 Political risks: The changes involved will seem "drastic" to some 

residents and might well lead to backlash. 
 Fiscal risks: 

◦ Costs for infrastructure build are unknown. 
◦ Any funding model depends on federal and state transportation 

grants, making it subject to their respective political processes. 

◦ Any municipal bonds, zoning charges and excise tax increases, 
would be subject to city referendums as well as to potentially 
strong political pushback. 

 

The planning horizon is set at ten years nominally, with an interim strategy check for five years 

out. Setting an appropriate planning horizon serves several purposes. It allows time for planning, 

design and construction of certain infrastructure (if so indicated). It captures the changes in 

certain measures such as population growth, and dollar measures such as cost-per-mile, cost of 

gasoline, and the levels of external subsidies. Lastly, it also creates space in which certain 

technological advances and trends might mature to the point where they can be more easily 

implemented. 

 

 

P-7. The Decision Model 

 

The decision model is a quantitative meta-model that translates the decision sets and the 

experts' opinions of the uncertainties into measurable outcomes against the defined 

objectives. Its primary purpose is to illustrate causal relationships. Its secondary purpose is 

to support sensitivity analysis. Visually, it takes the form of an influence diagram that has 

been developed using the Analytica tool. An influence diagram is defined as "a formal 

description of the problem that can be treated by computers and a representation easily 

understood by people in all walks of life." (Howard & Matheson, 2005). In fact, the influence 

diagram for a complex decision is a layered model. The top level (Figure 1) shows the 

interaction amongst several modules (dark blue) each of which is a sub-division containing 

individual related elements specific to its purpose. The arrows signify information flow and 

relationships. 
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Figure 1: Top-Level Burqueville Mobility Influence Diagram 

 

 

For instance, if we looked inside the Strategy module, we would see the elements required 

to map each decision in the set to the specific values it should take for the direction. [Note: 

model  drilldown discussion and visuals removed for brevity]. 

 

For each objective, an additive linear function relates each set of variables with their 

coefficients to the corresponding objective3. Effectively, the modules represent less 

cohesive, exclusionary cliques, than organizational conveniences. The full diagram without 

any intermediate sub-divisions is a heady tangle. For complex models, it is only by 

establishing some reasonable cognitive boundaries that we can expect either the modelers or 

the consumers of the model to make any headway in interpretation and useful reasoning. 

 

 

P-8. Model Analysis 

 

Given ten uncertainties, and four decision levers, each with five possible values, there are 

145 = 537,824 possible scenarios. Not all are considered viable. For the set of uncertainties 

column, the aggregate values are “Low”, “Medium” and “Strong.” This aggregation 

approach assumes (semiplena probatio) high covariance in the uncertainties. For example, 

city planners believe that low gas prices will obtain in the same scenarios as low political 

acceptance of change, along with low levels of intercity coordination and transit 

coordination. The tool produces an arbitrary numerical value (e.g. "18.53K") that is used 

comparatively, as an interval value such as a common temperature grade (it has no 

standalone interpretation). The model’s value is in its efficacy in showing relationships and 
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response surfaces through experimentation (i.e. sensitivity analysis). In particular, it shows 

how the impact of municipal decision-making combines with different expectations of the 

uncertainties. The most progressive strategy will have a downstream impact of over 14% 

more than the status quo, against the median uncertainties. Given an alternate scenario (with 

stronger uncertainties) the utility disparity between the progressive and status quo is about 

the same, but the overall utility value is 8% higher. 

 

 

P-9. Enfranchisement 

 

When presenting the work product, the consultant takes pains to explain that a decision 

model is not a decision. It is a mechanism for supporting effective decision making. In 

decision analysis, identifying the role of the decision maker is normally considered a critical 

pre-requisite to the process. However, in public policy decisions the identity of the decision 

maker is more complicated. The mayor may well have a personal preference among the 

strategies but will keep this to himself, at least for the time being. Championing any one 

strategy would inevitably invite targeted reactions, given the nature of the political 

environment. He sees his leadership as creating a ‘change culture’ through mechanisms of 

"multiple access" and "multiple advocacy" in the mobility conversation (Burns, 1978). The 

default strategy is not "do nothing." The city is already building a new bicycle path, 

expanding certain green spaces, and enabling some MoD at the expense of downtown 

parking. The actual strategy will bubble out of the various political processes, in due course. 

As it emerges, and citizens and city staff become more engaged, the decision model and the 

work that went into it will serve as a useful tool. 

 

Conclusions 

 

Contributions 

 

This study applies decision analysis to a complex public decision problem in the form of a 

multi-objective (multi-stakeholder) utility function. For the academy, it outlines a decision 

process in this context as well as supplying research on a candidate set of attributes. For the 

practitioner, it interprets the techniques in terms of the capabilities of a city administration 

to support pragmatic contemplation of its role in a fundamental and fluid discussion. It 

provides a path for how such an entity can consider a "fully-engaged" mobility strategy and 

compare it with alternatives. The general theme of this study is the application of 

management science techniques to complex public policy issues. As such, this study helps 

to progress the conversation by showing how a well-established method could be employed 

to tackle urban problems and translate them into measurable plans of action that can be 

reasoned about and compared. 

 

 

 

1 Separate work by the same author looks at a multi-objective linear optimization model. 

  



142  

For Further Work 

 

This is an important discussion which is intrinsically complex and multi-disciplinary in 

nature. The purpose of this paper was to introduce and define the overall process rather than 

to reveal it in full detail. The numerical model can be expanded to account for probabilistic 

reasoning as well as to explore different scenarios in detail via sensitivity analyses. An 

optimization model can be added to compute individual objective optima and show their 

impact on the meta-objective. Other work being done on data analytics in urban mobility 

can be adapted and applied to show how citizen feedback as well as technical mobility data 

can be harnessed to support the process of capturing and refining objectives. This study 

consciously stops short of providing a technical blueprint for action on the assumption that 

planning and execution of works projects are capabilities the city already has. Lastly, it 

would also be helpful to add a suitable fiscal model that complements the rest of the analysis 

and uncovers both the constraints and the possibilities of the finance dimension. 

 

Conclusion 

 

A problem like this will not be easily solved in a single pass. It must be solved if we are not 

to choke on our gases in a few years while caught in intractable gridlocks, paying exorbitant 

sums to get nowhere fast. The paper set out to address two questions. Firstly, we asked 

whether it makes sense for a small city to underwrite an UMP process based on its decision 

powers and capabilities, and secondly, how this would be done. We do not answer the first 

per se but show instead how a city might go about finding its own answer. In this we are 

also reminded of an essential truth in dynamic contexts: not to decide is also to decide. For 

the second question, the process and model provide a detail-rich illustration of an effective 

decision mechanism, albeit not a simple one. Problem complexity is not an excuse for 

inaction, but rather a challenge to be met by expansion of analytic skill sets as well as 

deepening of perspective. The mechanisms leading to the articulated objectives, variables 

and to the numerical model provide a kind of support harness for policy contemplation. 

Overall, to paraphrase Emerson, this was a fiction: a fiction to reveal the truth that reality 

had obscured. 
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Why Oregon Wineries and Vineyards Become B Corps and How a Greater Emphasis on 

Sustainability Has Changed Their Value Chain Activities and Competitive Advantage 

Virlena Crosley, Linfield College 

Ross Paine, Linfield College 

 

While making a profit or maximizing shareholding value continues to be important aspect 

of business entities, there is increasing business interest in demonstrating efforts that 

consider all stakeholder values (Kim, Karlelsky, Myers & Schifeling, 2016). Through this 

wider acceptance of the importance of leading on or adopting strategies that are based on 

the evolving triple bottom line business sustainability (economic, social, and 

environment) concept (Elkington, 1998), many companies are changing their value chain 

activities in order to become more sustainable. 

Additionally, their desire to be part of a community that is recognized for their 

sustainability efforts, many companies seek B-Corporation (B-Corp) certification. 

Certified B-Corps go through a comprehensive assessment process that is verified by a B-

Lab, a nonprofit organization. The “B Lab certifies companies based on how they create 

value for non-shareholding stakeholders, such as their employees, the local community, 

and the environment.” (Kim et al, 2016, para. 2) According to Murdoch (2018), the 

number of B Corps in Oregon’s wine industry is growing. Oregon now has seven certified 

B Corp wineries and vineyards, which outpaces all other states or countries; in fact, 

Oregon’s wineries and vineyards comprise 30% of the 20 global B-Corp community of 

wineries. 

This paper explores through interviews with B Corp representatives why they sought B 

Corp certification, why they continue to stay certified, and what impact they believe 

being certified has had on their value chain activities in their effort to strengthen their 

sustainability efforts and their competitive advantage. 
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Improving Green Supply Chain with Building Decentralized Cloud Platform 

Yu Cui, Otemon Gakuin University 

 

 
Abstract 

In this paper, we first describe and analyze the evolution of green supply chain briefly. Then, we 

conduct a systematic research on the characteristics of supply chain system in a centralized context 

and analyze the barriers of green supply chain development in detail. Moreover, we investigate the 

feasibility and effectivity of blockchain technology which to rebuild supply chain system based on 

the studies of a decentralized cloud platform. Furthermore, a case study is adopted to illustrates how 

blockchain-orientated decentralized cloud platform in agricultural supply chain assist green supply 

chain supply and demand sides to enhance its productivity and reduce transaction costs. At last, we 

make summarization and prospects for the realization of blockchain technology-orientated and IoT-

based green supply chain architecture. 

 

Introduction 

Green supply chain is to integrate the idea of sustainable development into supply chain management 

(SCM) activities and combine the ecological environment and economic development into an 

integration of mutual causality. Its purpose is to minimize the impact on environment throughout the 

whole process of product from material acquisition, processing, packaging, warehousing, 

transportation, utilization to end- of-life treatment, to maximize resource efficiency, and to coordinate 

and optimize the economic and environmental benefits of the whole supply chain. The ideal state of 

green supply chain management (GSCM) is internal and external coordination, efficient consensus 

and unified standards (Bhattacharya, et al., 2015). However, in practice, there are issues such as 

information asymmetry, opacity, fraud, and etc. 

One of the most important premises of coordination is trust (Singh, et al., 2016). Therefore, without 

trust, the upstream and downstream of the supply chain cannot fully share and interact information, 

and the information flow will be distorted (Khan, et al., 2016). Likewise, the accounting period in 

supply chain will become longer and the capital flow will become extremely scarce when there is no 

trust, and a large number of documents and vouchers have to be checked for the transfer of real right 

in supply chain, lowering the efficiency of physical logistics (Kerkkamp, 2018). 

In order to solve the issue of trust, traditional SCM emphasizes the centralized management model, 

that is, the so-called core enterprise model. All the business, no matter large or small in supply chain, 

such as procurement, planning, production, logistics, return and so on, are usually performed 

"centralized" design, coordination and management by core enterprises. Nevertheless, there are 
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natural limitations in this traditional "centralized" and "intensive" SCM model, and synergistic 

effect cannot be fully played (Behzadi, 2017). 

 

Barriers of Green Supply Chain Development 

Core Enterprise Management is Limited 

At present, the upstream and downstream of supply chain span numerous enterprises involved. When 

the core enterprises extend their management range to the upstream or downstream, sharp rise in 

costs and declines in efficiency will be inevitably led to. Good core enterprises, such as Toyota, can 

manage suppliers above level 3 or 4 up. But even so, Toyota will not be able to achieve full peer-to-

peer coverage. And for most enterprises which do not have the same strength as Toyota, it is even 

harder to perform the upstream and downstream GSCM. 

Due to the scarcity of talents, tools or funds, many core enterprises are unable to adopt the most 

advanced management tools or effective resources to appropriately manage the physical logistics, 

information flow and capital flow in the supply chain, resulting in inefficiency and disorder of supply 

chain (Silva, et al., 2019). Although with the development of information technology, supply chain 

has developed to a new stage of intelligent supply chain which is deeply integrated with the Internet 

and the Internet of things, a series of tools have also been developed in traditional supply chain to 

assist the upstream and downstream of the supply chain to improve the level of coordination (Chen, 

et al., 2017). On the other hand, behind these tools and methods, core enterprises are always needed 

to carry out unified planning and coordination, which also restricts the development of GSCM. 

After all, a core enterprise is no more than an enterprise, hence when it is confronted with the 

suppliers or customers whose scale are far larger, competition emerges, bringing about a great deal 

of uncertainty and loss of efficiency (Kim, et al., 2017). Meanwhile, as a core enterprise can merely 

cover part of the supply chain in its own industry, it is difficult to promote the global layout of supply 

chain and to integrate into the global supply system more deeply and inclusively. 

Standards are Hard to Unify 

Throughout the supply chain, although some core enterprises in key links develop and implement 

strict internal standards for environmental management, their upstream suppliers and downstream 

distributors do not necessarily comply with the same standards, undermining the integrity and 

systematicness of supply chain environmental management (Gill, et al., 2016). Accordingly, 

environment protection that core enterprises are aiming at cannot be realized, and a certain degree 

of resources waste is also caused. 

In further analysis, throughout GSCM, it is particularly important for core enterprises to select 

suppliers that conform to their green development concepts. Wal-Mart, for example, promotes a 
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balanced scorecard among suppliers to measure, mentor and improve suppliers' environmental 

qualifications through quantifiable indicators. Nonetheless, as the data between suppliers and core 

enterprises cannot be shared in real time; there is space for opacity, counterfeiting and tampering; the 

ability of tracing back to the source of traditional supply chain information is weak; and it is difficult 

to obtain the whole chain data of supply chain; accordingly, it is unmanageable for the formation of 

an authentic and credible green evaluation system, resulting in the difficulty of unifying the GSCM 

standards and iteration. 

 

Financing Difficulties of Small and Medium-sized Enterprises 

There are often multiple supply and sales relationships in the supply chain, but in supply chain 

finance, the credit of the core enterprises can only be extended to the first-level suppliers and dealers 

that directly trade with them, and cannot be delivered to small and medium-sized enterprises at both 

upstream and downstream ends where financial services are more needed. 

This leads to the condition that demands of secondary and tertiary suppliers / dealers with huge 

financing needs cannot be met, the business volume of supply chain finance is limited. The lack of 

timely financing for small and medium-sized enterprises tends to lead to product quality problems, 

endangering the whole supply chain system, green manufacturing and circulation, and even the 

smooth development of the real economy. At the same time, the poor flow of funds also leads to a 

weaker green sustainable development momentum for a great deal of small and medium-sized 

enterprises in supply chain. 

 

Blockchain Enabling Green Supply Chain 
 

The emergence of blockchain technology based on decentralization, point-to-point network, and 

intelligent contract brings new ideas and opportunities for the solution of the above problems. The 

development of blockchain technology can be mainly attributed to the rapid advancement and 

progress of Internet technology. In recent years, specifically, "big data", "artificial intelligence", 

"remote communication" and other technologies have played a prominent role in supporting 

blockchain technology. 

The concept of blockchain first appeared in Bitcoin: A Peer-to-Peer Electronic Cash System, a paper 

written by Satoshi Nakamoto in late 2008. In this paper, blockchain technology is considered to be 

the basic technology to construct Bitcoin data structure and encryption transmission of transaction 

information, which can realize the mining and trading process of Bitcoin. 

Nakamoto (2008) believes that the rapid development of blockchain technology lies in the fact that 

the information group processing mode supported by third-party organizations has three inherent 

defects that are difficult to make up for itself: Firstly, the mode of processing information with the 
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help of the third- party institutions has the inherent weakness of lack of trust between points. 

Secondly, the digital signature system itself will lose its value as a result of third-party support, hence 

the system itself can solve the problem of electronic currency identity. Thirdly, the existence of 

intermediaries not only increases the cost of transactions, but also limits the minimum transaction 

size in practical (Tapscott, et al., 2016). 

According to Swan, M (2015), blockchain technology is a decentralized database which is both open 

and transparent. Blockchain can be understood as a spreadsheet with no central management, 

possessing limited functional permissions such as "add" and "query", and there are no "modify" or 

"delete". In the meantime, this spreadsheet stores different content for various jobs. Therefore, 

blockchain is essentially a rule, and generally speaking, it is the process that a group of people who 

abide by the rule record the contact information. 

Viewed from the name itself, blockchain is a system composed of blocks and connected by chains; 

from the form of expression, blockchain is a distributed ledger; from the technical point of view, 

blockchain is a distributed chain database; from the perspective of use, blockchain is a credit carrier 

with high reliability; from users' point of view, blockchain is an information sharing platform without 

a third party; from the perspective of social development, blockchain the infrastructure of next 

generation in the process of social development and it solves the problem of credit. All social 

activities based on such infrastructure will be credible (Kshetri, 2018). People can rely on this to cross 

the credit barrier and return to the essence of things. 

Blockchain is a technical system which stores data with block structure and maintained by multiple 

parties. With the adoption of cryptography technology, transmission and access are guaranteed, and 

data storage is realized. Multi-point coordination plus non-tampering truthfulness plus traceability 

construct the core applicable abilities of blockchain and provide a platform for all participants to 

cooperate equally (Maria- Lluisa, 2017). 

First of all, multi-point cooperation means that there are many nodes distributed in the blockchain 

network, and these nodes can be freely connected for the exchange of data, assets, information and the 

like. Secondly, the blockchain adopts cryptography technology to ensure that the information on the 

blockchain is not tampered with, mainly using the hash function in cryptography and asymmetric 

encryption. Finally, the form of blockchain holds all the historical data from the first block. In detail, 

the form of connection is that the latter block has the HASH value of the previous block, and any 

record on the blockchain can be traced back to the source through the chain structure (Noguchi, 

2017). 

Transparent traceability, collaboration driven 

 

When green supply chain integrates with blockchain, supply chain will become more transparent, 
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large- scale collaboration will turn easier, and the cost and risk of the entire supply chain will be 

lowered. With the role of core enterprises being weakened gradually, supply chain will be assuredly 

transformed from core enterprise driven to collaboration driven. 

In the green supply chain based on blockchain, the asymmetry of information is greatly reduced, along 

with it, the communication cost between enterprises also declines, and trust is established forthwith. 

As there is no need for green supply chain enterprises to waste time to struggle, so more energy and 

resources can be spent on the competition with other supply chains regarding cost and efficiency, 

providing the best products and services to end customers. 

Enterprises in green supply chain will be able to chain for efficient multi-point coordination, and 

nodes can be freely connected for the encryption and sharing of data, assets, information and etc. 

without going through the core enterprises. Meanwhile, in an open blockchain system, the private 

information of all the parties involved in transaction is encrypted, all the participants in green supply 

chain can join the system on equally, and the information of the whole system is highly transparent. 

Once the information is verified and added to blockchain, it will be stored permanently, ensuring that 

all the actions in green supply chain are traceable and non-tamperable. 

Unified Standards, Efficient Operations 
 

Block chain system follows established rules to make self-management and operates through 

consensus mechanisms and smart contracts. By doing so, the efficiency of green supply chain system 

is significantly improved. When there are sufficient information transparency and mutual trust, the 

coordination between enterprises depends on the consensus of the whole, rather than the management 

provisions of a certain core enterprise. 

For example, in the environmental management of green supply chain, by exploring and establishing 

a unified green product standard, certification and identification system, the coordination between 

enterprises be performed on the basis of multi-consensus environmental standard system. Through 

the smart contract technology of blockchain, the related processes of supply chain can be controlled 

and executed automatically, reducing manual intervention and operation errors and raising industrial 

efficiency. Even in the event of a dispute, the resolution mechanism is simple and effortless owing 

to the various historical information recorded among enterprises by blockchain. Tracing the source 

of data is simplified and the identification of responsibilities is facilitated, accordingly, the iteration 

is optimized. 

A so-called "dynamic alliances" can even be formed among enterprises. In detail, enterprises within 

the alliance can join or withdraw voluntarily, as long as they meet the criteria for access and 

withdrawal of the alliance, and due to the existence of "consensus mechanism" and trust, the cost of 

joining and quit for an enterprise is extremely low. 
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Building a Decentralized Procurement Cloud Platform 

Through the blockchain technology and its decentralized and non-tamperable technical 

characteristics to build a decentralized procurement cloud platform based on blockchain technology, 

an independent, open and transparent enterprise procurement management process is realized. On the 

basis of the platform, it can provide credit records such as transaction execution status for mutual 

parties enter or use the platform, and assist enterprises in understanding or selecting partners through 

providing references. 

With the cloud platform, the procurement information of enterprises is gathered in the cloud. 

Meanwhile, through big data's analysis and application of the procurement information, the seamless 

connection of the procurement, inventory, production and other management processes is realized, 

reducing the stoppage of materials and inventory backlog. Furthermore, the efficiency of enterprise 

production and management is accelerated, and data support for the government in the formulation 

of macro policies is furnished. 

Technical principles 
 

The decentralized procurement cloud platform based on blockchain technology is constructed with 

the integration of technical characteristics including highly integrated block chain decentralized 

distributed storage, non-tamperable information and intelligent contract. And it is formed by the 

semi-alliance chain and semi-common chain structure. Platform users will be automatically assigned 

a unique digital identity ID (including public and private keys) after registration, and each user acts 

as a node of the blockchain platform. 

From the beginning of its generation, the node saves all the smart contracts or contract abstracts 

generated by both parties to the transaction since the platform was built, forming a smart contract 

data structure by contract information hash summary, bilateral value, ID of transaction parties, 

transaction time stamp. Three parts, which are alliance node, central service node and peripheral 

platform enterprise node are concluded in the platform. 

Alliance Nodes 

 

The main participants include large or global enterprises and related functional departments in 

industries or government. And the main function is to package smart contracts generated in a certain 

period of time into blocks, endorse the good credit records of large and medium-sized enterprises 

and government agencies, and minimize the probability of occurrence of malicious nodes. 

Central Nodes 

 

The main participants are local operators, as the nodes reserve a great deal of smart contracts, the 

central node provides multi-center storage services, and the child nodes of other platform enterprises 
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only reserve the summary information of blockchain. 

Sub Nodes of Platform Users 

 

The main participants are small and medium-sized enterprises. Only the contract summary 

information is saved, thereby reducing the storage space occupied by contracts. On the other hand, 

the child nodes on platform only have the function of viewing, while data cannot be written. All the 

contract information is broadcast and written to blockchain by the federated nodes. The decentralized 

procurement cloud platform is built on a consensus mechanism based on workload proof. In order to 

construct a set of decentralized timestamp servers on a point-to-point basis, we introduce a hash 

algorithm. The digital identity ID, transaction timestamp and information of transaction amount of 

both parties in the transaction are written into the smart contract. Once the digital signatures of the 

two parties are confirmed, they will be broadcast and stored in the whole network. 

The signing of smart contracts depends on digital identity, which is actually a pair of public and 

private keys. In detailed example, if buyer A wants to make a procurement offer to supplier B, A 

encrypts the digital contract with B's public key, and signs the contract with its own private key and 

broadcasts it to the whole network. Meanwhile, only B can decrypt the contract with its own private 

key. And once B decrypts the contract and confirm its correction, it confirms the signature with A's 

public key and signs the contract with its private key. When the above process is finalized, an 

electronic contract is confirmed to be successful and broadcast to nodes throughout the network. The 

federated nodes of platform will package the transactions of a certain period into the blockchain. 

 

 

 

Figure 1. Blockchain-based Decentralized Procurement Cloud Platform 
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Platform Architecture 

The platform is consisted by semi-alliance and semi-public blockchain system and decentralized 

procurement cloud platform (see Figure.1). Enterprises query the credit index of relevant enterprises 

through the search engine of platform credit, and the credit index of enterprises is obtained through 

the smart contract information of blockchain. With the search engine, enterprises can query the credit 

of users on blockchain collaborative procurement platform, and the contents of inquiry include: the 

total number of contracts, the total amount of contract, the credit evaluation record of enterprise and 

so on. Meanwhile, the system calculates the credit index of enterprise through the credit record 

model. 

Enterprise users can apply the information to confirm the historical credit record of the trading 

parties, so as to support the procurement decision and solve the problem of high procurement cost 

caused by asymmetric information in enterprise procurement. In the meantime, through the credit 

index of transaction, the influence of anthropic factors is utterly evaded. 

Platform Functional Modules 

 

Collaborative procurement cloud platform consists of two parts, one is the blockchain part, the other 

is the decentralized procurement cloud platform part. Firstly, the blockchain technology part includes 

the alliance node smart contract system, central node smart contract system, and ordinary user 

platform smart contract system. 

All these are deployed in the application layer, the same function, the public key of the digital identity 

is the address, and the corresponding private key, which can issue, receive and confirm the digital 

signature of smart contract is stored locally. All the historical transaction information is stored at the 

federation node and the central node, and only the summary information of the platform transaction is 

stored on the common user platform. At the same time, the alliance node and the central node also 

bear the responsibility of packaging the transactions in a certain period of time to form a new block 

through the consensus mechanism of POW. 

Secondly, in the decentralized procurement cloud platform, enterprise credit query engine, decision 

support system of blockchain collaborative procurement platform and data visualization BI system 

of blockchain decentralized procurement platform are concluded. By accessing the smart contract 

information on blockchain, the enterprise credit platform can query the total contract number, 

amount, and the credit evaluation record of enterprise, and consequently calculate the enterprise 

credit index. 

The decision support system of blockchain decentralized procurement platform provides support for 

enterprise procurement management and supplier management through the big data analysis of 

massive enterprise transaction information and the establishment of relevant decision-making 
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models. Blockchain decentralized procurement platform visualization BI, on the basis of historical 

transaction data of enterprise, provides enterprises with means and models based on big data analysis 

and display, supporting the entire production and management of enterprises. 

 

Dentsu’s Blockchain-Based Cloud Platform 

The company of Information Service International-Dentsu, which deals with system construction, to 

utilize benefits of difficult tampering for food traceability (tracking production history). Since the 

beginning of October 2016, Dentsu has been conducting demonstration experiments to ensure the 

quality of organic agricultural products in cooperation with Aya-cho, Miyazaki Prefecture’s district. 

Organic vegetables take 2 to 3 times more time and effort than ordinary farming methods. However, 

with the current agricultural mechanism, its cost cannot be reflected in the price as it is. In addition, 

Japanese consumers stick to whether vegetables are domestic, but they are not very interested in 

further value (ISID, 2018). Therefore, organic vegetables do not sell very well in normal 

supermarkets. However, there are certain consumers who are seeking safe vegetables. If reliable 

vegetables can be delivered to such consumers, the labor of organic farming can be valued (ISID, 

2018). 

 
Figure 2. Dentsu’s Blockchain-based Cloud Platform 

 
 

Each farmer in Aya-cho carries out planting and harvesting, use of fertilizers and agricultural 

chemicals, quality check of soil and agricultural products, etc. based on the cloud platform established 

by Aya-cho (see 
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Figure 2). In the field trial, all of these histories are recorded on the cloud platform. Aya-cho grants a 

unique ID along with an approval mark by its own standard to agricultural products shipped after 

this process. By searching with this unique ID, consumers can confirm on the Internet that the 

agricultural products are definitely produced by Aya-cho, that they were produced based on Aya-

cho’s strict certification criteria, that their history has not been tampered. If these vegetables are sold 

to consumers directly by Marche etc., the value of organic farming method can be reflected in price. 

The cloud platform that registers production management information by this demonstration is a so-

called “private type” blockchain which Aya-cho operates and manages. Such unique private 

blockchain are characterized by faster processing than public blockchain used in bit coins and the 

like. However, this system alone can not maintain objectivity like a public blockchain. Therefore, in 

Aya-cho, data was first written to a rapidly processing blockchain, and the information was managed 

by a public blockchain provided by Estonia's Guardtime. In this way, by realizing information 

management with high reliability and security guaranteed by using blockchain technology, it is 

possible to create new value in the field that has been overlooked so far. 

 

Conclusions 

To sum up, through the underlying infrastructure support of blockchain technology, the production 

relations of green supply chain will be further optimized. There will be more efficient collaboration 

among enterprises, and the integration of blockchain and green supply chain will surely play a greater 

role. For example, it can be applied into the green management throughout product life cycle in the 

category of green manufacturing, green regulation for supply chain, the tracking of green logistics 

system, and the transaction of recycled resources. 

Moreover, in the near future, an end-consumer only has to scan a bar code to get the clear information 

of overall supply chain and green evaluation information of the commodity, and the environmentally 

relevant pollution coefficient at each production and service node will be attached, thereby affecting 

the purchase decision of end-consumers. This traceability feedback mechanism also promotes the 

nodes in supply chain to pay more emphasis on environmental protection, thus gradually eliminate 

high-polluting enterprises. 

In the new era, new missions have to be solved by new technologies and modes. With the immense 

development of global enterprises and the continuous strengthening of ecological civilization 

construction, the green supply chain management model will be accepted by more and more 

enterprises, and will assist enterprises in their achievement of economic, environmental and social 

benefits. Last but not least, block chain will make greater contribution to the realization of digital 

enterprise through enabling green supply chain. 
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Abstract 
 
Work readiness in college students not only adds to the marketability of a student, but they gain 
different skills over time from programs within their universities, extra circular activities, 
internships and other experiential learning experiences, ultimately making them more valuable and 
experienced when they enter the professional work setting. However, while it is known these 
activities provide hard skills for the respective disciplines, it is not clear from the literature what soft 
skills are being cultivated, and if students see the value in these skills. Therefore, this present 
quantitative study explores respondents attitudes (N=200) towards what “soft” skills students 
learned to be active and ready for the workplace, where they learned these skills, and the level of 
importance students place on these skills. This information is important due to the nature of the job 
market and the impact that soft skills bring to a prospective workplace environment. Findings from 
this paper will assist career services in determining if additional programs, polices or requirements 
are needed to get students more workplace ready. 

 

Keywords: work readiness, experiential learning, soft skills, interdisciplinary, career service 
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Abstract: The U.S. Department of Labor reports a 28% increase in jobs in the field of Information 

Security Analysts between 2016 – 2026. They continue on to report a median pay of $95,510/year 

and a minimum of a bachelor’s degree required to enter the field making this an attractive option to 

students considering potential majors and investigating possible career avenues. This statistic for 

growth only takes into account jobs in the U.S., the world-wide market will be much bigger based on 

extrapolation. As of now, there is no specific unbiased and comprehensive resource for people looking 

to explore academic programs in the field of Cybersecurity or any of its many more-specialized subsets 

such as digital forensics, penetration testing, and cryptography. While there are resources like 

cybersecurityventures.com, studyusa.com, and cyberdegrees.org, they are either commercial sites 

representing the interests of paid-participants, incomplete lists highlighting only the top x programs, 

or too specific and focused on other aspects such as region or cost to be comprehensive. This lack of 

resource prevents upcoming students from seeing the whole picture of program offerings and allowing 

them to make more informed decisions from a comprehensive and unbiased data set. This paper will 

discuss (more in-depth) the need for a project such as this, present a walk-through of the project, and 

demonstrate a sample of a working map. 
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Abstract 

 
The triadic research perspective becomes imperative to further comprehend network dynamics in supply 

chains and is instrumental when investigating network as the mechanism of governance and its influence 

on the network rent. The goal of this study is to investigate whether the rent generated by the 

manufacturer sitting on the structural hole is dependent upon the network governance mechanism 

covering three distinct, but overlapping and interdependent modes, namely market, hierarchy and clan. 

 

 

Keywords: triad, supply chain, manufacturer’s rent, network governance 

 

 

1. Introduction 

The concept of triads has risen to prominence in the literature over the last few years offering a 

powerful tool for investigating increasing complexity of contemporary supply chains. In this 

study we consider triadic supply chains composed of three subsequent actors establishing two 

dyadic relationships: supplier-manufacturer and manufacturer-customer. In such a triad, the 

manufacturer is positioned centrally, on top of the structural hole. This position can be used by 

the manufacturer as a means of adding value through brokerage. Consequently, the 

manufacturer who sits on the structural hole may reap substantial information, control and 

reputational benefits derived from its privileged position in the triadic supply chain. These 

benefits may take the form of additional rent that is determined by structural variables, covering 

a wide range of enduring bilateral relationships among interacting social actors - the 

manufacturer, its supplier and customer.   
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The goal of the study is to investigate whether the rent generated by the manufacturer from the 

structural hole is dependent upon the network governance mechanism covering three distinct, 

but overlapping and interdependent forms, namely market, hierarchy and clan. The study 

reveals a different constellation of network governance in the triadic supply chains contributes 

to yielding the highest rents for the manufacturer.   

Following the introduction, the paper covers the literature review, research design and 

methodology. Then, the analysis and obtained findings are depicted. Finally, the future 

directions for further research are defined. 

 

2. Literature review 

The concept of supply chain has undergone through tremendous changes over the last decade. 

One of the pivotal challenges is the shift in the research focus from dyadic into the network 

perspective (Dubois and Fredriksson, 2008; Kim, 2014; Wilhelm, 2011). The smallest unit of 

network is a triad (Choi and Wu, 2009; Dubois, 2009), that can be depicted as the triadic supply 

chain, consisting of two dyads, established by the focal company (also known as ego) and its 

immediate actors, positioned on both sides (also known as alters) (Mentzer et al., 2007). These 

three actors are directly linked by one or more of the upstream and downstream flows of 

products, information and finances in the triadic supply chain (Wuyst et al., 2004). 

Accordingly, this sort of triadic supply chain is typical for the manufacturing setting (Li and 

Choi, 2009), where the manufacturer is positioned in between the supplier and the customer, 

and all three actors establish linear flows (Mentzer et al., 2007). Through its privileged position 

between two disconnected actors, the manufacturer is the actor in a triad, that holds a key to be 

in charge of governance (Yang et al., 2011). From the classical perspective of the Relational 

Contracting Theory and Transaction Cost Analysis (TCA), governance is viewed as the choice 

between market and hierarchy. The constructs of market revolves around contractual 

relationships over property rights. It involves relationships mediated by a price mechanism and 

provides a high degree of flexibility to the companies in determining their willingness to form 

supply chains. Essentially, the construct of market argues that the companies prefer to be 

independent and will choose to collaborate only when they see particular advantages to 

themselves (Powell, 1990). In other words, this form of governance resembles early market-

based relationships, characterized by arm’s-length ties, deprived of both personal bonds and 

any form of central coordination of activities (Baker, 1990).  

The hierarchical construct of governance is positioned on the other side of the continuum. It is 

supposed to overcome the problems of non-engaged and loose relationships typical for market 
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governance. Therefore, the construct of hierarchy emphasizes a necessity to impose a 

supervisory structure to implement integration and to apply bureaucratic routines. In this way, 

it assumes that the companies are more engaged to the established and committed long-lasting 

relationships (Lowndes and Skelcher, 1998). However, hierarchy may reduce flexibility and 

innovation due to the higher level of formalization and centralization of power (Powell, 1991). 

Beyond the recognition of market and hierarchy, as mutually exhaustive bipolar framework of 

governance, there have been numerous attempts to develop alternative forms or supplement the 

existing model with other characteristics (Uzzi, 1996). Subsequent debates enabled to develop 

one of the most widely accepted approach, which added to bilateral framework a third construct 

of network governance (Coleman, 1988). In the course of time, a discussion unfolded as to 

whether network governance is simply a combination of the constructs of market and hierarchy, 

or whether it would be better understood as a unique form of governance. In early works, 

network governance had been framed as a form combining the tenets of both market and 

hierarchy, and positioned somewhere in the middle of continuum between these two extreme 

forms of governance (Thorelli, 1986). In other words, the gap between market and hierarchy 

was filled in with this third form of governance. Nonetheless, the current view usually 

acknowledges that network is a distinct, non-market and non-hierarchical, and thus not an 

intermediate form of governance, possessing complementary, multi-relational and reciprocal 

characteristics (Powell, 1990). Network governance highlights that purely economic exchanges 

may be shaped by social capital which is a tacit resource attainable by individual actors through 

the networks of relationships (Whipple et al., 2015). In other words, social capital creates 

opportunities for economic exchanges of goods which are difficult to price and enforce 

contractually (Uzzi, 1996). Therefore, the particular form of network governance will be, at 

least partially anchored in the discretion of supply chain decision makers, based on managers’ 

previous experience, perception capability, mimicry, personal attitude (Provan and Kenis, 

2008), professional background, opportunism, ambiguity, information accessibility, etc. In 

other words, economic exchanges anchored in the theory of market and hierarchy are shaped 

by social relationships. This phenomenon, referred to as ‘embeddedness’ offers a potential link 

between sociological and economical accounts of business behavior (Uzzi, 1996).      

In the opinion of Dyer and Singh (1998) governance plays a critical role in generating rents as 

it influences the willingness of network partners to engage in value-creation initiatives. In this 

vein, we presume that the components of network governance affect, though to different extent, 

the value of network rent generated in supply chains. The network rents seeks to explain 

variation in relational performance among supply chain dyads. Drawing upon the study of 
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Cheung et al. (2011), we define the relational performance as joint benefits produced by two 

actors that cannot yielded by any of these two organizations alone. Consistent with this logic, 

the relational performance can be referred to as the relational rent developed by Dyer and Singh 

(1998), and then extensively explored by Lavie (2006). The notion of network rent brings the 

relational performance on the next level by analyzing how the relational performance generated 

by one dyad affects the relational performance of another dyad (Swierczek, 2018). The network 

rent considers the outcome of reciprocal interactions between the relational performance of two 

dyads in a triad, which in turn yields stronger effects than these dyads would ever produce 

individually (Swierczek, 2019). Consequently, the network rent is based on synergy, defined 

as an interaction among parties, that creates an enhanced combined effect (The American 

Heritage Dictionary of the English Language, 2018). It enables to capture the interplay between 

the relational performance within the supplier–manufacturer–customer triad (Mena et al., 

2013). In this study, we particularly refer to the rent that accrues to the manufacturer sitting on 

top of the structural hole (Kogut, 2000). This approach reflects the Italian phrase: between two 

fighters, the third benefits (Burt, 1992). Consequently, this type of rent is aimed at by the 

manufacturer that opportunistically exploits its bridging position, usually at the expense of 

others (Batjargal, 2010; Burt, 2017). Figure 1 depicts the idea of network rent from the 

manufacturer’s perspective.   

 

 

 

 

 

 

 

 

 

 

 

Fig 1. The network rent in the triadic supply chain 

Adapted from Carter et al. (2017) 

 

3. METHODOLOGY 

3.1. Data Collection and Sample 

The process of data collecting spanned over 5 months from December 2018 thru May 2019, 

and consisted of several stages. We used a multiple-respondent approach to collect data for our 

study. In order to collect data from all three actors forming the triadic supply chain, we 

combined probability and non-probability sampling.  
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In the first stage of the data collecting process, conducted by stratified sampling, a group of 98 

Polish manufacturers was targeted. Then, to collect data from the suppliers and the customers 

the snowball sample method was used. In other words, both groups of actors were indicated by 

the manufacturers. Out of 98 manufacturing companies, a number of 10 firms refused to fill in 

the questionnaire maintaining that their suppliers or customers will not be willing to participate 

in this sort of research. Likewise, a large group of 50 manufacturers encountered problems with 

a bad attitude of suppliers or customers towards the questionnaire. Finally, a group of 4 

manufacturers managed to encourage their suppliers and customers to participate in the survey, 

however after receiving the questionnaire, they refused to take part in the research. 

Consequently, the remaining portion of 34 triads that establish a simultaneous relationship with 

both a supplier and a customer were investigated in the study. 

 

3.2. Measures and Research Instrument 

We applied several constructs to measure the role of the effects of network governance on the 

manufacturer’s rent. First, to capture the construct of network rent, we used two groups of 

measures. The first one covered the relational performance of upstream and downstream dyads, 

and showed the extent to which both parties in a dyad generated combined effects. We used 

five opinion-based measures that were inquired from respondents separately for two dyads. As 

a result, based on the average responses of companies in the triad, two constructs were formed 

– one for the upstream dyad (supplier-manufacturer), and the other one for the downstream 

dyad (manufacturer-customer). The interaction between these two constructs indicated the 

manufacturer’s rent. The second group of measures included the metrics of operational 

performance to demonstrate the manufacturer’s performance in the triadic supply chain. On the 

other hand, to grasp the issue of network governance, we used three constructs of market, 

hierarchy and clan. The responses concerning different modes of governance, obtained from 

three actors separately, were then averaged to deliver the holistic mechanism of governance for 

each triadic supply chain.  

The structure of the survey questionnaire was adapted to certain groups of respondents – actors 

playing different roles in the examined triadic supply chains. Accordingly, depending on the 

function served in a triad, each responding company answered a specific set of questions. Due 

to its central location, the manufacturer answered the questions concerning different modes of 

governance (categories 3-5 in Appendix A) and the relational performance of upstream and 

downstream dyad (category 1 in Appendix A). Likewise, the manufacturer also responded to 

the questions on the operational performance (category 2 in Appendix A). The other two groups 
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of actors in a triad, the suppliers and the customers, answered the questions concerning 

governance (categories 3-5 in Appendix A) and the relational performance yielded in a certain 

dyad formed with the manufacturer – (category 1 in Appendix A). 

 

4. Analysis  

4.1 Research procedure 

In order to address the problem raised in the paper, we employed a three-step research 

procedure. First, to identify the manufacturer’s rent as a combination of the relational 

performance of two dyads in the examined triadic supply chains, we conducted the Multiple 

Regression Analysis with Interaction Effects. Then, we performed Principal Component 

Analysis (PCA) to group the variables, reflecting distinct modes of governance, into three 

constructs of market, hierarchy and clan. Finally, we employed the Multiple Regression Analysis 

to test the strength and direction of the effects of governance on the manufacturer’s rent.  

 

4.2 Multiple Regression Analysis with Interaction Effects 

Having employed the Principal Component Analysis with Varimax Rotation, two constructs of 

the relational performance of upstream dyad and downstream dyad were used as main terms 

manifesting independent variables in the regression model. The cross-product of these two 

constructs, referred to as interaction term, manifested the network rent. Likewise, the factor 

scores for the operational performance were used as a dependent variable.    

Following the approach recommended by Aiken and West (1991), the multiple regression 

model with interaction effects was developed to test for the interaction between two variables 

manifesting the relational performance of upstream dyad and downstream dyad. If such 

interaction exists, we posit that the manufacturer’s rent is present in the triad. The results of the 

regression analysis with interaction effects are depicted in Table 1.  

The regression analysis for the supply chain performance showed that the adjusted coefficient 

of determination (R2
adjusted) was .24. It suggests that the predictors explain 24 percent of the 

variance in the operational performance. As depicted in Table 1, all three predictors were 

significant in the model.  
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Table 1. Multiple Regression Model with Interaction Effects 

Adjusted R2=.241 β a t p-value  

Relational performance of upstream dyad .215 3.47 .000 

Relational performance of downstream dyad .221 3.78 .000 

Network rent .175 2.64 .007 

Note: a dependent variable: Operational Performance 

 

The standardized regression coefficients indicated the relative strength of each of the significant 

independent variables, as demonstrated by (beta, p) at the end of each variable. There was a 

positive influence of relational performance generated by the upstream dyad (.215, .000), 

downstream dyad (.221, .000), and the network rent (.175, .007) on the operational 

performance. It is also worth noting that both factors of relational performance quite similarly 

contributed to supply chain performance. In other words, the higher relational performance 

generated upstream and downstream dyads, the greater overall operational performance. 

Interestingly, the manufacturer’s rent, interpreted as the effect of reciprocal influence of 

relational performance generated by two dyads, was significant in the model (at p < .01). This 

finding suggests that the network rent actually existed in the examined triads. Moreover, it had 

a positive influence on supply chain performance. This clearly evidences that the increase of 

network rent significantly contributes to the higher level of operational performance. The 

obtained findings show that the combination of relational performance of two dyads contributes 

to generating the manufacturer’s rent in the investigated supply chains. 

 

4.3. Principal Component Analysis 

Before assessing the final regression model for the manufacturer’s rent, we first employed the 

Principal Component Analysis (PCA) with Varimax Rotation in the space of variables 

manifesting three distinct modes of network governance, including market, hierarchy and clan. 

The aim of PCA is twofold: first, to assess if the observable variables affect enough into their 

postulated constructs, and second, to evaluate whether the appropriate variables load 

substantially on their hypothesized factors and no larger than .30 on any other factor (Hair et 

al., 2017). In consequence, a total group of three items were removed from the further analysis 

– Table 2. The retained variables manifesting market, hierarchy and clan with sufficient value of 

loadings above 0.65 were fed into the final regression model. 
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Table 2. Structure of constructs derived from the Principal Component Analysis (PCA) 

 

 
Construct Description Loadings CR AVE 

Market The price is a predominant factor that determines my collaboration with B .651 .772 .465 

 My company is very active in searching for new partners who can 

potentially substitute B 

.621   

 My company can easily switch to another partner, dropping  out the 

collaboration with B 

.751   

 The goods delivered by my company to B can be easily delivered by my 

competitors  

.680   

 My company keeps reminding our partner that it can be easily replaced, if 

it does not offer good deals 

*   

Hierarchy  My company very actively interfere in the operations performed by B .741 .744 .493 

My company controls B using certain formal methods .705   

My company would be exposed to high costs when switching B .658   

My company provides B with formal guidelines concerning how to solve 

problems and/or deal with disruptions. 

*   

My company resolves ongoing disputes with B  by referring to clauses in 

signed contracts 

*   

Clan My company strives to build trust and sense of community by organizing 

meetings and trainings to encourage B to share empathy and mutual 

understanding  

.812 .805 .510 

 My company maintains a discussion with B which concerns all relevant 

issues of its operations and strategy 

.675   

 My company keeps trying to develop trust with B  .704   

 Disruptions in collaboration with B are productively resolved in the spirit 

of mutual understanding  

.657   

 

* item removed 

 

As depicted in Table 2, the composite reliability values (CR) of constructs varied between .744 

and .805, and exceeded the suggested value of 0.70 (Chin, 1998). Although, the AVE indices are 

not greater than .5 cut-off point for all constructs (due to a relatively small number of manifesting 

variables building some constructs), we decided to keep the structure of constructs, as their AVE 

values appear to be close to the threshold, and thus indicate sufficient convergent validity (Hair 

et al., 2017). 

 

4.3. Multiple Regression Analysis  

The Multiple Regression Analysis was carried out to compare the contribution of network 

governance to variance in the manufacturer’s rent. Three constructs of market, hierarchy and 

clan are independent variables based on their relevance as indicators of network governance. 
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The regression analysis allowed to capture relationships between the dependent variable 

reflecting the manufacturer’s rent and the independent constructs of network governance. As 

demonstrated in Table 3, all three modes of network governance have a significant impact on 

the manufacturer’s rent.  

 

Table 3. Multiple Regression Model for the Manufacturer’s Rent  

Adjusted R2=.582 β a t p-value  
Collinearity Statistics 

Tolerance VIF 

Market .285 3.64 .000 .312 3.20 

Hierarchy .431 5.28 .000 .205 4.87 

Clan -.412 4.95 .009 .220 4.54 

Note: a dependent variable: Manufacturer’s Rent  

 

To detect whether three independent constructs are not too strongly correlated in the regression 

model, multicollinearity was assessed using variance inflation factors (VIFs). The values of 

VIFs in the obtained model ranged from 3.20 to 4.87, which is a commonly accepted level for 

detecting multicollinearity (Akinwande et al., 2015). Though, however, in line with some recent 

works, correlation between constructs may cause minor problems as some values exceed the 

cut-off point of 4.0 (Hair et al., 2017).  

 

5. Findings and Future Research 

The conducted analysis demonstrated that three constructs manifesting different modes of 

governance significantly affect the manufacturer’s rent. Specifically, two modes of market and 

hierarchy have a positive impact, while the third construct of clan negatively affects the 

manufacturer’s rent. The obtained findings show that the mechanisms of governance coexist 

with each other when the manufacturer’s rent is considered. Interestingly, the traditional 

mechanisms of market and hierarchy seem to still play a crucial role in managing the 

investigated supply chains. This probably stems from the fact that the rent is yielded by the 

manufacturer, who sits on the structural hole, and thus have a higher bargaining power over its 

supplier and customer. To leverage the strength, the manufacturer fosters contractual and 

control-based relationships to yield its own benefits, most often at the expense of two other 

actors in the triadic supply chains. This finding corroborates the conceptual study of Choi and 
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Wu (2009), who underline that a broker sitting on the structural hole can play two actors against 

each other. Having said that, the manufacturer may tend to easily switch between its suppliers, 

imposing high requirements on them, while the customers, having no other or better option to 

obtain the product from, might accept, sometimes unsatisfying service level, delivered by the 

manufacturer. Market and hierarchy are therefore two modes of governance, that appear to 

significantly contribute to the manufacturer’s rent. Consequently, our study extends the work 

of Wynstra et al. (2015) who argue that the middleman in a triad can tend to foment a conflict 

between two other actors to maximize its own benefits. 

On the other hand, the third construct of clan has a significant but negative impact on the rent 

produced by the manufacturer. The obtained finding indicates that to yield the rent, the 

manufacturer does not establish social-based relationships, characterized by trust, commitment, 

openness and reciprocity. Quite the contrary, not only should the relationships be deprived of 

any social aspects, but the manufacturer may misbehave and act to facilitate opportunism, 

selfishness and self-interest, curbing any tendency towards commitment and goal-sharing.  

To sum up, we conclude that network governance, composed of market, hierarchy and clan, has 

a significant role in yielding the manufacturer’s rent. Having said it, it is worth noting that not 

only do market and hierarchy contribute to achieve a higher manufacturer’s rent, though they 

demonstrate a positive impact. Concomitantly, clan as the third dimension of governance also 

demonstrates a key role for the manufacturer’s rent, though its impact is negative. The obtained 

findings suggest that for instance, fomenting conflict or encouraging competition among the 

actors in the triadic supply chain may turn out be significant for the rent to be yielded by the 

manufacturer. Therefore, our study indicates that network governance, including coexistence 

of three modes of market, hierarchy and clan, is an important contributor to the manufacturer’s 

rent.     

The obtained findings may also indicate the avenues of future research. First, as we investigated 

manufacturer’s rent, it would be worthwhile to investigate the impact of network governance 

on the rent, not only from the perspective of manufacturer, but also from the standpoint of two 

other actors in the triadic supply chains. Second, future research might also cover the issue of 

rent yielded in the triadic supply chains composed of three dyads without the structural hole 

and leading role of the middleman. Third, other research may also deal with the rent that is 

produced not only in the manufacturing setting but also in the service triads.  
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APPENDIX A.     An Excerpt of the Questionnaire 

 

Categories No.  Question 

 Please rate the relational performance of dyad with reference to company B in each of the following areas:  

(1-‘strongly disagree’, 3-‘neutral’, 5-‘strongly agree’) 

1. Relational 

performance 
1.1. 

 Two companies are more profitable or more competitive together than they would have been 

alone 

1.2  The benefits derived from the combination must be greater than the capabilities of each 

individuals 

1.3.  Sharing opinion and discussion between firms often lead to increased benefits for both actors 

in a dyad 

1.4.  The ongoing costs of coordination of a dyadic relationship is balanced by its benefits  

1.5.  Working with a partner has allowed to overcome some problems, and thus derive substantial 

benefits for a dyad 

Please rate the operational performance in the following areas:  

(1-‘strongly disagree’, 3-‘neutral’, 5-‘strongly agree’) 

2. Operational   

    performance 

2.1.  Product quality 

2.2.  Product conformance to customer specification 

2.3.  Production volume/variety flexibility 

2.4.  Delivery speed 

2.5.  Delivery reliability 

2.6.  Response to changes in delivery due dates 

 Please rate mechanisms of network governance with reference to company B in the following areas: 

(1-‘strongly disagree’, 3-‘neutral’, 5-‘strongly agree’) 

3. Market 3.1.  The price is a predominant factor that determines my collaboration with B 

 3.2.  My company is very active in searching for new partners who can potentially substitute B 

 3.3.  My company can easily switch to another partner, dropping  out the collaboration with B 

 3.4.  The goods delivered by my company to B can be easily delivered by my competitors  

 3.5.  My company keeps reminding our partner that it can be easily replaced, if it does not offer 

good deals 

4. Hierarchy  4.1.  My company very actively interfere in the operations performed by B 

4.2.  My company controls B using certain formal methods 

4.3.  My company would be exposed to high costs when switching B 

4.4.  My company provides B with formal guidelines concerning how to solve problems and/or 

deal with disruptions. 

4.5.  My company resolves ongoing disputes with B  by referring to clauses in signed contracts 

5. Clan 5.1.  My company strives to build trust and sense of community by organizing meetings and 

trainings to encourage B to share empathy and mutual understanding  

 5.2.  My company maintains a discussion with B which concerns all relevant issues of its 

operations and strategy 

 5.3.  My company keeps trying to develop trust with B  

 5.4.  Disruptions in collaboration with B are productively resolved in the spirit of mutual 

understanding  
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